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Abstract: We study an inventory system controlled by a base stock policy assuming a compound renewal demand process. We extend the base stock policy by incorporating rules for degrading the service of larger orders. Two specific rules are considered, denoted Postpone(q,t) and Split(q), respectively. The aim of using these rules is to achieve a given order fill rate of the regular orders (those of size less than or equal to the parameter q) having less inventory. We develop mathematical expressions for the performance measures order fill rate (of the regular orders) and average on-hand inventory level. Based on numerical experiments, our conclusion is that Split(q) seems to perform best.
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1. Introduction

It is well known that the larger demand variation is the higher inventory levels are needed in order to secure adequate service from an inventory system. One reason for large demand variation may be that the system occasionally receives large customer orders. Furthermore, these large orders may have negative effects further upstream in the supply chain. Therefore, as a manager of an inventory system, you would prefer to receive smaller orders at a more frequent pace rather than receiving orders with large variation at a less frequent pace. However, assuming that in the short-run you cannot do anything to change the order behaviour of your customers, it may be sensible to introduce a policy, implying degraded service to larger orders. Furthermore, customers submitting larger orders may very well be aware of the inconvenience that they cause and be willing to accept degraded service.

The considerations raised here are inspired by a discussion that the authors had recently with the logistics personnel in a larger Danish company where the second author has been involved in an inventory control project. The aim of this project was to decide optimal base stock levels when the service measure is order fill rate, that is, the fraction of orders received, where the whole order is delivered instantaneously from the inventory. This project was reported in Larsen et al. (2008) and some theoretical aspects of the project in Larsen and Thorstenson (2008). Obviously, large orders can have very negative effects on the order fill rate service measure (thus, using this service measure, it is implicitly assumed that smaller orders are just as important as larger ones).

As the source of inspiration is this company project, it is natural that the mathematical model developed in this paper takes its point of departure in the model of this project. Therefore, we study
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a base stock system with control parameter $S$ and where all replenishment orders, issued instantaneously upon receipt of an order, have a constant lead-time $L$. Our extension of the model is the introduction of a given positive integer $q$, based on which orders are distinguished as being either regular orders (of a size less than or equal to $q$) or large orders (of a size larger than $q$). We introduce two rules, $\text{Split}(q)$ and $\text{Postpone}(q,t)$, which both seek to serve regular orders as well as possible while degrading the service of larger orders. $\text{Postpone}(q,t)$ operates as follows: the parameter $t$ is in the interval between $0$ and $L$. When receiving a large order, say at time point $\tau$, the order is deliberately backlogged for $t$ time units before it is attempted to be served. This implies that all regular orders arriving in the time interval $(\tau, \tau + t)$ are served ahead of this large order. Another consequence is that the effective lead-time of the larger orders is $L - t$. $\text{Split}(q)$ operates as follows: each time a large order is received, it is split into a suborder of size $q$ and a suborder of the remaining size. The first suborder is then treated as a regular order while the second suborder is handled outside the inventory system, directly from the supply system, thus having a lead-time $L$. Therefore, the inventory system only faces orders that are less than or equal to $q$ and all replenishment orders are the original order eventually truncated by $q$. Which of the two rationing rules will be most accepted by the customers of the large orders? We believe that for a given $q$, there exists a threshold value of $t$ making the large customers indifferent between the two rules. Later in the paper, we provide a reasonable (and easy to compute) method for deciding this threshold value. The choice of which rule to apply is then based on which of the two gives the lowest average on-hand inventory level subject to the requirement that the regular orders have a given order fill rate.

There has been a large number of studies of inventory control in the presence of several (most often two) customer classes. For a good overview of the literature, see Teunter and Haneveld (2008). The aim of these studies is to design rationing rules concerning when to backlog (or reject) the demand of the least important customer class when the inventory level is critically low. The main distinction between our paper and this line of research is that we do not explicitly model several customer classes and we discriminate with respect to time and not quantity. We do consider discrimination, but this is in relation to delaying the service of certain orders (in our case the larger orders). Thus, we do not introduce any critical numbers on the inventory levels for when to deny service of some orders. Therefore, our work is not so closely related to the traditional studies of rationing policies in inventory control systems. When considering the rule $\text{Postpone}(q,t)$, our work is more in line with the paper of Wang et al. (2002) which is motivated by a company analysis reported in Cohen et al. (1999). They consider a base stock system with two customer classes where the service of one of the classes is first attempted after a given time period (in the paper denoted demand or delivery lead times) has elapsed since the receipt of the order. As the demand model therein is a Poisson process (thus without a compound element), the concern about degrading service of larger orders is obviously outside the scope of this paper. Furthermore, we also generalize the demand model by considering a renewal process instead of a Poisson process. As an aside, we note that recently a paper by Kocuga and Sen (2007) has been published which extends the model of Wang et al. (2002) by introducing critical number rules as seen in the rationing literature, featured in Teunter and Haneveld (2008). When considering the rule $\text{Split}(q)$, our work has some relation to studies of order splitting and multiple sourcing. For a review of these studies, see Thomas and Tyworth (2006). However, as we only use $\text{Split}(q)$ to be able to make comparisons with another rule, $\text{Postpone}(q,t)$, which cannot be cast into the framework of the splitting/sourcing literature, our work cannot be compared to results obtained in this field.
In Section 2, we derive mathematical expressions for the order fill rate (of the regular orders) and the average on-hand inventory for the rules $\text{Split}(q)$ and $\text{Postpone}(q,t)$. For each rule, this is done in two stages: first for a general compound renewal process and then in the case of a compound Erlang process, making the mathematical expressions more computable. We finish this section by deriving a reasonable threshold value of $t$ that we find will make customers of larger orders indifferent between the two rules. Then in Section 3, we present the results of a numerical study. Finally, we state some concluding remarks in Section 4.

2. Mathematical model

2.0 Preliminaries

The demand process is a compound renewal process where the time between order arrivals is specified by a positive continuous random variable $T$. The size of a customer order is specified by a positive integer valued random variable $X$. As stated in the previous section, we assume a given positive integer $q$ that distinguishes between being regular and large orders. We imagine that $q$ is reasonably large, for instance the 90% or the 95% quantile of $X$, as seen later in our numerical experiments.

Let the random variable $X_{\text{Reg}}$ denote the size of a regular order. It has probability distribution

$$P(X_{\text{Reg}} = x) = \frac{P(X = x)}{P(X \leq q)} \quad x=1,2,\ldots,q$$

For any non-negative integer $m$, define the random variable $Q(m)$ as

$$Q(m) = \sum_{i=1}^{m} X_{i}$$

where $X_{i}$, $i=1,\ldots,m$ are independent and identically distributed as $X$. Per definition, $P(Q(0)=0) = 1$.

Similarly, for any non-negative integer $m$, define the random variable $Q_{\text{Reg}}(m)$ as

$$Q_{\text{Reg}}(m) = \sum_{i=1}^{m} X_{i}^{\text{Reg}}$$

where $X_{i}^{\text{Reg}}$, $i=1,\ldots,m$ are independent and identically distributed as $X^{\text{Reg}}$. Per definition, $P(Q_{\text{Reg}}(0)=0) = 1$.

For later use, we state

Lemma 1

When $x \leq q$, it holds that $P(Q(m) = x) = \left( P(X \leq q) \right)^{m} P(Q_{\text{Reg}}(m) = x)$

Proof: See Appendix.
Let $\tau$ be an arbitrarily chosen time point which in our paper can either be a time point of an arrival of a customer with a regular order or a randomly chosen time point. For any non-negative real number $s$, the random variable $N(\tau)$ is the number of customer arrivals in the time interval $[\tau - s, \tau]$.

### 2.1 Rule Split($q$)

We first develop an expression for the order fill rate. Let $\bar{\tau}$ be the time point of an arrival of a customer with a regular order. Let the random variable $\bar{D}_L$ denote the aggregate demand recorded in the inventory system in the time interval $[\bar{\tau} - L, \bar{\tau}]$. As all larger orders are truncated by $q$ (and the remaining order of any larger order is handled outside the inventory system), the probability distribution of $\bar{D}_L$ can be specified as follows.

When $x = 0$ or $q = 1$

$$P(\bar{D}_L = x) = P(N(\bar{\tau})_L = x)$$

(4a)

and when $x > 0$ and $q > 1$

$$P(\bar{D}_L = x) = \sum_{m = \text{Roof}(x/q)}^x P(N(\bar{\tau})_L = m) \sum_{y = \text{Roof}((x - m)/q)}^m \binom{m}{y} (P(X \leq q))^y (P(X > q))^{m-y} P(Q^\text{reg}(y) = x - (m - y)q)$$

(4b)

$\text{Roof}(a)$ is the smallest integer greater than or equal to the real number $a$ and $\binom{m}{y}$ is the binomial coefficient. The order fill rate service measure, measuring the service given to regular orders and abbreviated $OFR$, is then

$$OFR_{\text{Split}(q)}(S) = P(X^\text{reg} + \bar{D}_L \leq S)$$

(5)

We now develop expressions for the average on-hand inventory level. Let $\tilde{\tau}$ be a randomly chosen time point. Let the random variable $\tilde{D}_L$ denote the aggregate demand recorded in the inventory system in the time interval $[\tilde{\tau} - L, \tilde{\tau}]$. Then, as above, the probability distribution of $\tilde{D}_L$ can be specified as follows.

When $x = 0$ or $q = 1$:

$$P(\tilde{D}_L = x) = P(N(\tilde{\tau})_L = x)$$

(6a)

and when $x > 0$ and $q > 1$

$$P(\tilde{D}_L = x)$$
\[
= \sum_{m=\text{Roof}(x/q)}^{\infty} P(N(\bar{\tau})_L = m) \sum_{y=\text{Roof}(x(qm-x)/(q-1))}^{m} \binom{m}{y} \left( P(X \leq q) \right)^{y} \left( P(X > q) \right)^{m-y} P(Q_{\text{reg}}(y) = x - (m - y)q)
\]

(6b)

The average on-hand inventory level is

\[
I_{\text{Split}(q)}(S) = \sum_{x=0}^{S-1} P(\tilde{D}_L = x)(S - x)
\]

(7)

For the case where T is a k-phased Erlang distribution with mean \( \frac{k}{\lambda} \) (that is, \( \lambda \) is the intensity of the underlying Poisson process), we have (see for instance Cox (1962) p. 39)

\[
P(N(\bar{\tau})_L = n) = e^{-\lambda L} \sum_{j=nk}^{(n+1)k-1} \frac{(\lambda L)^j}{j!} \quad n=0,1,2,\ldots
\]

(8)

and

\[
P(N(\bar{\tau})_L = n) = \begin{cases} 
  e^{-\lambda L} \sum_{j=0}^{k-1} \frac{k - j(\lambda L)^j}{k!} & n = 0 \\
  e^{-\lambda L} \sum_{j=1-k}^{k-1} \frac{k - j(\lambda L)^{j+nk}}{(j+nk)!} & n = 1,2,\ldots
\end{cases}
\]

(9)

One can thus get computable expressions in order to do numerical analysis of \( \text{Split}(q) \) for the case of a compound Erlang process.

2.2 Rule Postpone(q,t)

First, we derive a measure for the order fill rate. Let \( \bar{\tau} \) be the time point of a customer arrival. Let the random variable \( \bar{C}_L(t) \) denote what we define to be the committed aggregate demand in the time interval \([\bar{\tau} - L, \bar{\tau}]\). This is all the recorded demand in the interval \([\bar{\tau} - L, \bar{\tau} - t]\) and all the recorded demand of the regular orders in the time interval \([\bar{\tau} - t, \bar{\tau}]\). The reason why only demand of the regular orders is counted in the latter interval is that all larger orders received in this interval are still denied access to the inventory at time point \( \bar{\tau} \). The probability distribution of \( \bar{C}_L(t) \) can be specified as follows.

\[
P(\bar{C}_L(t) = 0) = P(N(\bar{\tau})_L = 0) + \sum_{m=1}^{\infty} (P(X > q))^m P(N(\bar{\tau})_L = m, N(\bar{\tau})_L = m)
\]

(10a)

When \( x > 0 \)
\( P(\bar{C}_L(t) = x) \)
\[
= \sum_{m=1}^{\infty} \sum_{r = \max\{m-x,0\}}^{m} P(N(\bar{\tau})_L = m, N(\bar{\tau})_i = r) \sum_{y=0}^{\min\{x-m+r, r\}} \left( \begin{array}{c} r \\ y \end{array} \right) (P(X \leq q))^y (P(X > q))^{r-y} P(Q(m-r) + Q^{\text{Reg}}(y) = x)
\]

(10b)

The two random variables \( N(\bar{\tau})_L \) and \( N(\bar{\tau})_i \) are positively correlated and \( P(N(\bar{\tau})_L \geq N(\bar{\tau})_i) = 1 \).

The order fill rate service measure is

\[
\text{OFR}_{\text{Postpone}(q,t)}(S) = P(X^{\text{reg}} + \bar{C}_L(t) \leq S)
\]

(11)

We now derive a measure for the average on-hand inventory level. Let \( \bar{\tau} \) be a randomly chosen time point. Let the random variable \( \tilde{C}_L(t) \) denote the committed aggregate demand in the time interval \([\bar{\tau} - L, \bar{\tau}) \). As previously defined, this is all the recorded demand in the interval \([\bar{\tau} - L, \bar{\tau} - t)\) and all the recorded demand of the regular orders in the time interval \([\bar{\tau} - t, \bar{\tau})\). The probability distribution of \( \tilde{C}_L(t) \) can be specified as follows.

\[
P(\tilde{C}_L(t) = 0) = P(N(\bar{\tau})_L = 0) + \sum_{m=1}^{\infty} (P(X > q))^m P(N(\bar{\tau})_L = m, N(\bar{\tau})_i = m)
\]

(12a)

When \( x > 0 \)

\[
P(\tilde{C}_L(t) = x)
\]
\[
= \sum_{m=1}^{\infty} \sum_{r = \max\{m-x,0\}}^{m} P(N(\bar{\tau})_L = m, N(\bar{\tau})_i = r) \sum_{y=0}^{\min\{x-m+r, r\}} \left( \begin{array}{c} r \\ y \end{array} \right) (P(X \leq q))^y (P(X > q))^{r-y} P(Q(m-r) + Q^{\text{Reg}}(y) = x)
\]

(12b)

There is a similar relationship between the two random variables \( N(\bar{\tau})_L \) and \( N(\bar{\tau})_i \), as between the random variables \( N(\bar{\tau})_L \) and \( N(\bar{\tau})_i \). The average on-hand inventory level is specified as

\[
I_{\text{Postpone}(q,t)}(S) = \sum_{x=0}^{S-1} P(\tilde{C}_L(t) = x)(S-x)
\]

(13)

A major problem in computing the expressions derived so far for \( \text{Postpone}(q,t) \) is the presence of the joint probabilities \( P(N(\bar{\tau})_L = m, N(\bar{\tau})_i = r) \) and \( P(N(\bar{\tau})_L = m, N(\bar{\tau})_i = r) \). We now consider the case where \( T \) is a k-phased Erlang distribution with mean \( k/\lambda \). Note that a k-phased Erlang distribution can be subdivided into \( k \) phases, each having a duration that is exponentially distributed with mean \( 1/\lambda \). Each time a phase completes, we can interpret it as an “arrival”, where it is only every \( k \)th arrival that is real while the others are fictitious. Thus, the process will at any time point be in one of the phases \( 1, 2, \ldots, k \). Being in phase \( i \) means that \( k-i \) fictitious arrivals have elapsed since the last real arrival, see Figure 1 (note that as we look backward in time when doing mathematical derivations, we also state the phase numbers accordingly).
When we use the word arrival in the following, it should be understood as a real arrival. Let \( \tau \) be an arbitrarily chosen time point. Denote by \( F(i, r, t | j) \) the conditional probability that given that we are in phase \( j \) at time point \( \tau \), we are in phase \( i \) \((i=1,2,\ldots,k)\) at time point \( \tau - t \) and the total number of arrivals in the time interval \([\tau-\tau, \tau]\) is \( r \). Then

\[
F(i, r, t | j) = e^{-\lambda t} \frac{(\lambda t)^{r+k-j}}{(rk+i-j)!} \quad i = 1,\ldots,k; \ j = 1,\ldots,k; \ r = I_{[j>i]},\ldots,\infty
\]  

(14)

where the function \( I_{[A]} \) is 1 if condition \( A \) is true and 0 otherwise. For an explanation of the number \( rk + i - j \) in (14), see Figure 2.

Let the random variable \( \hat{N}(i)_{L-t} \) denote the total number of arrivals in the time interval \( [\tau-L, \tau-t] \) given that we are in phase \( i \) at time point \( \tau - t \). This has probability distribution

\[
P(\hat{N}(i)_{L-t} = u) = e^{-\lambda(L-t)} \sum_{v=\max\{u+1-i,0\}}^{(u+1)i-r} \frac{\left(\lambda(L-t)\right)^v}{v!}
\]

(15)

Let the random variable \( C_x(t|\tau,u) \) denote the aggregate committed demand (see the previous definition) in the time interval \( [\tau-L, \tau] \) given that one has observed \( r \) arrivals in the time interval \( [\tau-t, \tau] \) and \( u \) arrivals in the time interval \( [\tau-L, \tau-t] \). This has probability distribution

\[
P(C_x(t|\tau,u) = x) = \sum_{y=0}^{\min\{r+u\}} \binom{r}{y} \left(P(X \leq q)^y \right) \left(P(X > q)\right)^{r-y} P(Q^{Reg}(y) + Q(u) = x)
\]

(16)

Then the probability distribution of \( \bar{C}_x(t) \) can be specified as follows

\[
P(\bar{C}_x(t) = x) = \sum_{i=1}^{k} \sum_{u=0}^{\infty} P(\hat{N}(i)_{L-t} = u) \sum_{r=0}^{\infty} F(i, r, t | j) P(C_x(t|\tau,u) = x)
\]

(17)

When \( \tilde{\tau} \) is a randomly chosen time point, we will at this time point be in phase \( j \) with probability \( 1/k \). Therefore, the probability distribution of \( \bar{C}_x(t) \) can be specified as follows

\[
P(\bar{C}_x(t) = x) = \frac{1}{k} \sum_{j=1}^{k} \sum_{i=1}^{k} \sum_{u=0}^{\infty} P(\hat{N}(i)_{L-t} = u) \sum_{r=0}^{\infty} F(i, r, t | j) P(C_x(t|\tau,u) = x)
\]

(18)
This accomplishes that we can get computable expressions for doing numerical analysis of \( Postpone(q,t) \) in the case of a compound Erlang process.

2.3 Implementation

Some of the expressions presented so far can be further simplified when \( k = 1 \), that is the demand process is a compound Poisson process, by using the recursion scheme of Adelson (1966). Actually, we have developed computer codes, programmed in Visual Basic for Excel, both for the general case \( (k \text{ any positive integer}) \) and the case \( k = 1 \), in order to validate our computer codes as well as possible. This is done for both rules \( Split(q) \) and \( Postpone(q,t) \).

2.4 The case \( S \leq q \)

For this case in particular, the rule \( Split(q) \) is superfluous as not even the truncated suborder of a larger order has any chance of receiving full service. Note that \( Postone(q,0) \) represents the case where larger orders are not discriminated. We can prove

**Proposition 1**

When \( S \leq q \), the performance measures (OFR and average on-hand inventory) are identical for the rules \( Postpone(q,0) \) and \( Split(q) \).

**Proof**: see Appendix.

2.5 Choice of \( t \)

We derive what we find is a reasonable threshold value of \( t \), making customers of larger orders indifferent between \( Postpone(q,t) \) and \( Split(q) \). Consider a large order whose size can be specified by the random variable \( X_{Lar} \) which has probability distribution

\[
P(X_{Lar} = x) = \frac{P(X = x)}{P(X > q)} \quad x = q+1, q+2, \ldots
\]

In \( Postpone(q,t) \) a measure for accumulated waiting time of all units of a larger order is \( E[X_{Lar}^t]t \). This measure is slightly optimistic as we here assume that any larger order is instantaneously served after \( t \) time units of postponement. Similarly, in \( Split(q) \) a measure for the accumulated waiting time can be specified as \( E[\max\{X_{Lar}^t-q,0\}]L \). Also this measure is slightly optimistic as we here assume that the truncated suborder (of size \( q \)) is served instantaneously. Assuming that they are equally optimistic, the value of \( t \) that equalizes these two terms is

\[
t = \frac{L \sum_{j=q+1}^{\infty} (j-q)P(X = j)}{\sum_{j=q+1}^{\infty} jP(X = j)}
\]

(20)
The right hand side of (20) belongs to the interval between 0 and L. We find that the right hand side of (20) is a good estimate of a t value that makes customers of larger orders indifferent between Postpone(q,t) and Split(q). Developing exact expressions would be very difficult.

3. Numerical results

Throughout this section, we keep L fixed at level 4 and we assume that the random variable X is (delayed) geometrically distributed. This means that it has probability distribution

\[ P(X = j) = (1 - \rho)^{j-1} \quad j=1,2,... \]  

(21)

where the parameter \( \rho \) is in the interval between 0 and 1. The use of the word “delayed” is due to Zipkin (2000, p. 451). Then (20) simplifies to

\[ t = \frac{1}{q + 1 - \rho q} L \]  

(22)

and the demand rate \( d \) is given as

\[ d = \frac{\lambda}{k(1 - \rho)} \]  

(23)

When \( k = 1 \), this demand process is called a “stuttering” Poisson process (see Axsater (2006) p. 82). In Johnston et al. (2003), some empirical evidence is given for the relevance of such a demand model. First, we illustrate the impact of the parameter \( t \) on the performance of Postpone(q,t). For the case where \( d = 2.5, \rho = 0.8, q \) is the 90\% quantile (that is, the least integer value of \( x \) where \( P(X \leq x) \geq 0.9 \)) and the order fill rate \( \beta = 0.9 \) (that is \( S \) is chosen such that \( OFR \geq \beta \)), Figures 3 and 4 show how the average inventory level depends on the parameter \( t \) when \( k = 1 \) and 2, respectively. The reason for the curves not being monotonically decreasing in \( t \) is because \( S \) is restricted to being an integer.

We now make a systematic evaluation of how the two rules compare to each other, assuming that \( t \) given by (22) will make the customers of large orders indifferent between these. We construct a series of data sets in the following way: we let \( q \) be either the 90\% or the 95\% quantile (see definition above) of X. The order fill rate \( \beta \) is either 0.9 or 0.95. We let the demand rate \( d \) attain the values 1.2, 2.5, 3.75, 4 (these perhaps seem more obvious choices when multiplying by \( L \) as \( dL = 5, 10, 15, 20 \)). For each choice of \( d \), we then let \( \rho = 0.5, 0.6, 0.7, 0.8, 0.9 \). In order also to investigate the impact of deviating from the common Poisson process assumption, we let \( k = 1 \) and 2. The remaining parameter \( \lambda \) is given by (23). Combining all these parameter values gives a total of 160 data sets. In the histograms in Figures 5 and 7, we have stated the reduction in inventory levels (measured in \%\) when going from a situation with no discrimination (which is Postpone(q,0)) to a case with Postpone(q,t) (and \( t \) given by (22)) for the cases of \( k = 1 \) and \( k = 2 \) when pooling all data.
together. Similarly, in the histograms in Figures 6 and 8, we have stated the percentage reduction in inventories when going from no discrimination to using rule Split(q).

<Figures 5-8 about here>

When comparing Figure 5 to Figure 6 and Figure 7 to Figure 8, we see for both \( k = 1 \) and \( k = 2 \) that a higher inventory reduction is obtained by using Split(q) rather than using Postpone(q,t). When \( k = 1 \), the average inventory reduction is 5.49% for Postpone(q,t) and it is 9.34% for Split(q) and in all the 80 cases the largest inventory reduction is achieved by Split(q). For \( k = 2 \), the inventory reductions are: 3.78% for Postpone(q,t), 10.95% for Split(q) and also here the largest inventory reduction is achieved by Split(q) in all the 80 cases. As the dominance of Split(q) over Postpone(q,t) is more profound when \( k = 2 \), the assumption about the demand process has significance for the conclusion. It emphasizes the importance of doing a careful analysis of the data of a demand process in order to specify the appropriate demand model. In a few cases, it turns out that the percentage reductions are negative. However, there is a logical explanation for this when considering Postpone(q,t), which can be realized by examining Figures 3 and 4, namely that if the base stock level \( S \) does not decrease, the average inventory level will increase as \( t \) is increased. Similarly for Split(q), when the optimal \( S \) is unchanged, then naturally the average on-hand inventory in Split(q) will be larger than in the case with no discrimination. Also, in a few cases (occurring when \( d \) is small and \( \rho \) is high), we see that the computed \( S \) is less than or equal to \( q \), for which cases Proposition 1 holds.

4. Concluding remarks

Under a very general demand model, we have developed mathematical expressions for the average inventory level and order fill rate service measure (of the regular orders) of a base stock system when degraded service is enforced for customers of larger orders. The models (and corresponding computer codes) may be valuable tools for an organization to explore the impact of various strategies for degrading the service of larger orders; particularly in recognition of the fact that these orders may have a very disruptive effect upstream in the supply chain. Our numerical investigations reveal that in what we find is a fair comparison (by (22)), Split(q) seems to be a better choice than Postpone(q,t). It also seems that deviating from the common Poisson process assumption does have some impact on this conclusion which justifies our choice of using a more general demand model for the investigation. Though we examine a fairly large number of data sets we look exclusively at the geometric distribution to describe order sizes. So obviously, further numerical studies could be devoted to examining other distributions, for instance the negative binomial, the Poisson or the logarithmic distribution. One could interpret Postpone(q,t) not as a rule for degrading service but as a special case of an advanced-demand information system where all receipts of larger orders are known \( t \) time units in advance. For studies of inventory systems in the presence of advanced-demand information, see among others Harihan and Zipkin (1995), Gallego and Özer (2001) and Marklund (2006). Therefore, the mathematical models developed in this paper could also be seen in a slightly different perspective, namely by studying aspects of advanced-demand information systems. Of course, the mathematical model can easily be adapted such that it need not be solely the customers of larger orders that provide advanced-demand information.
References


Appendix

Proof of Lemma 1
We prove by induction in \( m \). When \( m = 1 \), the result is given from (1). Consider now an integer \( m' \geq 1 \) and assume that we have shown the result for \( m = m' - 1 \). For any \( x=0,1,...,q \), it holds that

\[
P(Q(m') = x) = \sum_{y=0}^{x} P(Q(m'-1) = y)P(X = x - y) = (P(X \leq q))^m \sum_{y=0}^{x} P(Q_{\text{Reg}} (m'-1) = y)P(X_{\text{Reg}} = x - y)
\]

\[
= (P(X \leq q))^m P(Q_{\text{Reg}} (m') = x)
\]

\[\square\]

Proof of Proposition 1
We claim that for any \( x = 0,1,..,q-1 \), it holds that \( P(\bar{D}_L = x) = P(\bar{C}_L(0) = x) \). First, we consider the random variable \( \bar{C}_L(0) \). When \( t = 0 \), the random variable \( \bar{N}_r \) is identical to zero. This means that the summation on the right hand side of (10a) vanishes to zero. Also, the right hand side of (10b) only gives non-zero terms if index \( r = 0 \). This again forces index \( m \) to be less than or equal to \( x \) and index \( y \) to be zero. Therefore, we get

\[
P(\bar{C}_L(0) = x) = \begin{cases} 
P(N(\bar{\tau}) = 0) & x = 0 \\
\sum_{m=1}^{x} P(N(\bar{\tau}) = m)P(Q(m) = x) & x = 1,2,... \end{cases}
\]  

(A1)

Now we consider the random variable \( \bar{D}_L \). If \( q = 1 \), our claim follows by comparing (A1) to (6a). Assume \( q > 1 \). When \( x \leq q - 1 \), the inequality \( (qm-x)/(q-1) > m-1 \) is equivalent to the inequality \( q + m > x + 1 \), which is true when \( q > x \), implying \( \text{Roof}((qm-x)/(q-1)) = m \) (note \( (qm-x)/(q-1) \) is always less than or equal to \( m \)). When \( q > x \), it also holds that \( \text{Roof}(x/q) = 1 \). Therefore, we get from (6a-b) that

\[
P(\bar{D}_L = x) = \begin{cases} 
P(N(\bar{\tau}) = 0) & x = 0 \\
\sum_{m=1}^{x} P(N(\bar{\tau}) = m)(P(X \leq q))^m P(Q_{\text{Reg}}(m) = x) & x = 1,2,...,q-1 \end{cases}
\]  

(A2)

Lemma 1 now verifies our claim. Similarly, we can prove that for any \( x = 0,1,...,q-1 \), it holds that \( P(\bar{D}_L = x) = P(\bar{C}_L(0) = x) \). As it is the probabilities \( P(\bar{D}_L = x) = P(\bar{C}_L(0) = x) \) for \( x = 0,1,...,S-1 \) that specify the \( OFR \) expressions in (5) and (11) and it is the probabilities \( P(\bar{D}_L = x) = P(\bar{C}_L(0) = x) \) for \( x = 0,1,...,S-1 \) that specify the average on-hand inventory expressions in (7) and (13), the result follows from \( S \leq q - 1 \).  

\[\square\]
Figures

Figure 1: Illustration of an Erlang process with $k=4$.

Figure 2: Explanation for (14).
Figure 3: Postpone(q,t) with k = 1, ρ = 0.8, λ = 0.5, q is the 90% quantile, β = 0.9. The corresponding value for Split is 16.09. The curve is interpolated through the computed values for t =0, 0.25, 0.5,...,3.75,4.

Figure 4: Postpone(q,t) with k = 2, ρ = 0.8, λ = 1, q is the 90% quantile, β = 0.9. The corresponding value for Split is 12.11. For further comments, see Figure 3.
Figure 5: Percentage reductions in the inventory level for all results of $Postpone(q,t)$ with $t$ given by (22) and $k = 1$. All observations in $Bin = 0$ are in the interval $[-5,0)$ and so forth. There is a total of 80 observations.

Figure 6: Percentage reductions in the inventory level for all results of $Split(q)$ with $k = 1$. For further comments, see Figure 5.
Figure 7: Percentage reductions in the inventory level for all results of \textit{Postpone}(q,t) with \( t \) given by (22) and \( k = 2 \). For further comments, see Figure 5.

Figure 8: Percentage reductions in the inventory level for all results of \textit{Split}(q) with \( k = 2 \). For further comments, see Figure 5.
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