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Abstract
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1 Introduction

The past decade has witnessed an increasing interest in the statistical definition of the concept of fractional cointegration, as a generalization of the idea of cointegration to processes with fractional degrees of integration. In the context of long-memory processes, fractional cointegration allows linear combinations of $I(d)$ processes to be $I(d - b)$, with $d, b \in \mathbb{R}_+$ with $0 < b \leq d$. More specifically, the concept of fractional cointegration implies the existence of common stochastic trends integrated of order $d$, with short-period departures from the long-run equilibrium integrated of order $d - b$. The coefficient $b$ is the degree of fractional reduction obtained by the linear combination of $I(d)$ variables, namely the cointegration gap.

Notable methodological works in the field of fractional cointegration are Robinson and Marinucci (2003) and Christensen and Nielsen (2006) that develop regression-based semi-parametric methods to evaluate whether two fractional processes share common stochastic trends. Analogously, Hualde and Velasco (2008) propose to check for the absence of cointegration by comparing the estimates of the cointegration vector obtained with OLS and those obtained with a GLS type of estimator. Breitung and Hassler (2002) propose a multivariate score test statistic to determine the cointegration rank that is obtained by solving a generalized eigenvalue problem of the type proposed by Johansen (1988). Alternatively, Robinson and Yajima (2002) and Nielsen and Shimotsu (2007) suggest a testing procedure to evaluate the cointegration rank of the multivariate coherence matrix of two, or more, fractionally differenced series. Chen and Hurvich (2003, 2006) estimate cointegrated spaces and subspaces by the eigenvectors corresponding to the $r$ smallest eigenvalues of an averaged periodogram matrix of tapered and differenced observations.

Despite the effort spent in defining testing procedures for the presence of fractional cointegration, for a long time the literature in this area lacked a fully parametric multivariate model explicitly characterizing the joint behavior of fractionally cointegrated processes. Interestingly, Granger (1986, p.222) already introduced the idea of common trends between $I(d)$ processes, but the subsequent theoretical works, see among many others Johansen (1988), have mostly been dedicated to cases with integer orders of integration. More recently, Johansen (2008) and Johansen and Nielsen (2012) have proposed the $\text{FCVAR}_{d,b}$ model, an extension of the well-known VECM to fractional processes, which is a tool for a direct modeling and testing of fractional cointegration. In particular, Johansen and Nielsen (2012) have extended the estimation method of Lasak (2010) to the $\text{FCVAR}_{d,b}$ model, deriving the asymptotic properties of the profile maximum likelihood estimator when $0 \leq d - b < 1/2$ and $b \neq 1/2$. Other contributions in the parametric framework for fractional cointegration are in Avarucci and Velasco (2009), Franchi (2010)

This paper shows that the FCVAR\(_{d,b}\) model is not globally identified when the number of lags, \(k\), is unknown. For a given number of lags, several sub-models with the same conditional densities but different values of the parameters may exist. Hence the parameters of the FCVAR\(_{d,b}\) model can not be uniquely identified and the multiplicity of not-identified sub-models can be determined for any FCVAR\(_{d,b}\) model with \(k\) lags. An analogous identification problem, for the FIVAR\(_b\) model is discussed in Tschernig et al. (2013a,b). It is proved that the \(I(1)\) condition in the VECM of Johansen (1988) can be generalized to the fractional context. In analogy with the \(I(1)\) condition for integer orders of integration, this condition is named \(\mathcal{F}(d)\), and it is a necessary and sufficient condition for the identification of the parameters of the system. If the \(\mathcal{F}(d)\) condition is not satisfied, the FCVAR\(_{d,b}\) parameters, including fractional and co-fractional parameters, \(d\) and \(b\), can not be uniquely determined.

The identification problems in the FCVAR\(_{d,b}\) model are studied along the following lines. First, Proposition 1 extends the results in Theorem 3 of Johansen and Nielsen (2012), highlighting the close relationship between the lag structure and the lack of identification, and deriving a necessary and sufficient condition for identification associated to any lag-length. Proposition 1 also highlights the consequence of the indeterminacy of the lag-length on the fractional parameters \(d\) and \(b\). Second, the paper shows the consequence of the lack of identification on the log-likelihood function, both asymptotically and in finite samples. Differently from the standard case, where the integration orders are fixed to integer values, the estimation of the FCVAR\(_{d,b}\) involves the maximization of the profile log-likelihood with respect to \(d\) and \(b\), but the latter is affected by the indeterminacy generated by the over-specification of the lag-length. Moreover, we discuss a further identification issue that emerges when the cointegration rank is unknown. Under certain restrictions on \(d\) and \(b\), the FCVAR\(_{d,b}\) with full rank and \(k\) lags is equivalent to the FCVAR\(_{d,b}\) with rank 0 and \(k + 1\) lags. This last finding precludes the possibility to test for the absence of cointegration when the true number of lags is unknown based on the unrestricted FCVAR\(_{d,b}\) model. Finally, we prove that the FCVAR\(_{d,b}\) is identified for any lag \(k > 1\), both in the known and unknown rank cases, if the fractional parameter \(d\) is restricted to be equal to the true fractional order, such that the \(\mathcal{F}(d)\) condition is satisfied by construction. Building on this result, we show that it is sufficient to restrict the parameter set of \(d\) to solve the identification problem. In particular, \(d\) must belong to the sub-interval of \(\mathbb{R}^+\) that includes the true fractional order, \(d_0\), but excludes other values of \(d < d_0\) associated to equivalent models. The information about the true fractional order can be obtained by the exact local Whittle estimator of Shimotsu and Phillips (2005).

This paper is organized as follows. Section 2 discusses the identification problem from
2 The Identification Problem

This section provides a discussion of the identification problem related to the FCVAR$^{d,b}$ model

$$
\mathcal{H}_k : \Delta^d X_t = \alpha \beta' \Delta^{d-b} L_b X_t + \sum_{i=1}^k \Gamma_i \Delta^d L_i^b X_t + \varepsilon_t \quad \varepsilon_t \sim iidN(0, \Omega),
$$

where $X_t$ is a $p$-dimensional vector, $\alpha$ and $\beta$ are $p \times r$ matrices, and $r$ defines the cointegration rank. $\Omega$ is the positive definite covariance matrix of the errors, and $\Gamma_j, j = 1, \ldots, k,$ are $p \times p$ matrices loading the short-run dynamics. The operator $L_b := 1 - \Delta^b$ is the so-called fractional lag operator, which, as noted by Johansen (2008), is necessary for characterizing the solutions of the system in (1) and obtaining the associated Granger representation in the fractional context. Following Definition 1 in Johansen and Nielsen (2012, p.2672), if $X_t$ follows (1), then $X_t$ is a fractional process of order $d$, denoted as $\mathcal{F}(d)$, and co-fractional of order $d - b$. The symbol $\mathcal{H}_k$ defines the model with $k$ lags and $\theta = vec(d, b, \alpha, \beta, \Gamma_1, \ldots, \Gamma_k, \Omega)$ is the parameter vector. The parameter space of model $\mathcal{H}_k$ is

$$\Theta_{\mathcal{H}_k} = \{\alpha \in \mathbb{R}^{p \times r_0}, \beta \in \mathbb{R}^{p \times r_0}, \Gamma_j \in \mathbb{R}^{p \times p}, j = 1, \ldots, k, d \in \mathbb{R}^+, b \in \mathbb{R}^+, d \geq b > 0, \Omega > 0\},$$

where $r_0$ is the true cointegration rank and it is assumed known. The results in this section are obtained under the maintained assumption that the true cointegration rank is known and such that $0 < r_0 < p$. An extension to the case of unknown rank and number of lags is presented in Section 4.

Similarly to Johansen (2010), the concept of identification and equivalence between two models is formally introduced by the following definition.

**Definition 1** Let $\{\mathcal{P} = P_\theta, \theta \in \Theta\}$ be a family of probability measures, that is, a statistical model. We say that a parameter function $g(\theta)$ is identified if $g(\theta_1) \neq g(\theta_2)$ implies that $P_{\theta_1} \neq P_{\theta_2}$. On the other hand, if $P_{\theta_1} = P_{\theta_2}$ and $g(\theta_1) \neq g(\theta_2)$, the parameter function $g(\theta)$ is not identified. In this case, the statistical models $P_{\theta_1}$ and $P_{\theta_2}$ are equivalent.
As noted in Johansen (1995a, p.177), the product $\alpha \beta'$ is identified but not the matrices $\alpha$ and $\beta$ because if there was an $r \times r$ matrix $\xi$, the product $\alpha \beta'$ would be equal to $\alpha \xi \beta' \xi^{-1}$. In the following we do not discuss the identification of $\alpha$ and $\beta$, that is generally solved by a proper normalization of $\beta$. It can be shown instead that the other parameters of the FCVAR$_{d,b}$ model in (1) might not be identified, i.e. several equivalent sub-models associated with different values $\theta$, can be found when $k$ is overspecified. An illustration of the identification problem is provided by the following example.

**Example 1:** Consider the FCVAR$_{d,b}$ model with one lag,

$$
\mathcal{H}_1 : \Delta^d X_t = \alpha \beta' \Delta^{d-b} L_b X_t + \Gamma_1 \Delta^d L_b X_t + \varepsilon_t,
$$

which can be written as

$$
\left\{ \Delta^d [I_p + \alpha \beta' - \Gamma_1] + \Delta^{d-b} [-\alpha \beta'] + \Delta^{d+b} \Gamma_1 \right\} X_t = \varepsilon_t.
$$

First, examine the restriction, $\mathcal{H}_1^{(0)} : \Gamma_1^0 = 0$. Under $\mathcal{H}_1^{(0)}$, the model in equation (2) can be rewritten as

$$
\left\{ \Delta^{d_0} [I_p + \alpha \beta'] + \Delta^{d_0-b_0} [-\alpha \beta'] \right\} X_t = \varepsilon_t.
$$

Second, consider instead the restriction $\mathcal{H}_1^{(1)} : I_p + \alpha \beta' - \Gamma_1^1 = 0$. It follows that

$$
\left\{ \Delta^{d_1-b_1} [-\alpha \beta'] + \Delta^{d_1+b_1} [I_p + \alpha \beta'] \right\} X_t = \varepsilon_t.
$$

Given that the condition $\alpha \beta' \Delta^{d_0-b_0} = \alpha \beta' \Delta^{d_1-b_1}$ must hold in both sub-models, hence model (2) under $\mathcal{H}_1^{(0)}$ is equivalent to the model (2) under $\mathcal{H}_1^{(1)}$ if and only if

$$
[I_p + \alpha \beta'] \Delta^{d_0} = [I_p + \alpha \beta'] \Delta^{d_1+b_1}.
$$

This leads to the system of two equations in $d_0$, $b_0$, $d_1$ and $b_1$

$$
\begin{cases}
  d_0 - b_0 = d_1 - b_1 \\
  d_0 = d_1 + b_1
\end{cases}
$$

which has a unique solution when $d_1 = d_0 - b_0 / 2$ and $b_1 = b_0 / 2$. Since the restrictions $\mathcal{H}_1^{(0)}$ and $\mathcal{H}_1^{(1)}$ lead to equivalent descriptions of the data, it follows that the fractional order of $X_t$ implied by both models must be the same. However, in $\mathcal{H}_1^{(0)}$ the fractional order is represented by the parameter $d_0$, i.e. $X_t \sim \mathcal{F}(d_0)$ since $\Delta^{d_0} X_t \sim \mathcal{F}(0)$, while in $\mathcal{H}_1^{(1)}$ the fractional order is given by the sum $d_1 + b_1$, i.e. $X_t \sim \mathcal{F}(d_1 + b_1)$. The identification
Condition defined in 1 is clearly violated, as the conditional densities of $\mathcal{H}_1^{(0)}$ and $\mathcal{H}_1^{(1)}$ are such that

$$p_{\mathcal{H}_1^{(0)}}(X_1, ..., X_T, \theta_0|X_0, X_{-1}, ...) = p_{\mathcal{H}_1^{(1)}}(X_1, ..., X_T, \theta_1|X_0, X_{-1}, ...),$$

(4)

where $\theta_0 = \text{vec}(d_0, b_0, \alpha, \beta, \Omega)$ and $\theta_1 = \text{vec}(d_1, b_1, \alpha, \beta, \Gamma_1, \Omega)$ with $\Gamma_1 = I_p + \alpha \beta'$.

Example 1 can be extended to a generic lag-length $k_0 \geq 0$. Consider the model $\mathcal{H}_{k_0}$

$$\mathcal{H}_{k_0} : \Delta^{d_0}X_t = \alpha_0 \beta_0' \Delta^{d_0-b_0}L_{b_0}X_t + \sum_{i=1}^{k_0} \Gamma_i^{(0)} \Delta^{d_0}L_{b_0}X_t + \varepsilon_t \quad \varepsilon_t \sim N(0, \Omega_0),$$

(5)

with $k_0 \geq 0$ lags, and $|\alpha_{0, \perp}^{(0)} \beta_{0, \perp}^{(0)}| \neq 0$ with $\Gamma^{(0)} = I_p - \sum_{i=1}^{k_0} \Gamma_i^{(0)}$. When a model $\mathcal{H}_k$ with $k > k_0$ is considered, then $\mathcal{H}_{k_0}$ is associated with the set of restrictions $\mathcal{H}_k^{(0)} : \Gamma_{k_0+1} = \Gamma_{k_0+2} = ... = \Gamma_k = 0$ imposed on $\mathcal{H}_k$. However, there may be several alternative restrictions on $\Gamma_{k_0+1}, \Gamma_{k_0+2}, ..., \Gamma_k$ leading to an equivalent sub-model as the one obtained under $\mathcal{H}_k^{(0)}$.

The following Proposition states the necessary and sufficient condition, called the $\mathcal{F}(d)$ condition, for identification of the parameters of the model $\mathcal{H}_k$.

**Proposition 1** Consider a FCVAR$_{d,b}$ model with $k$ lags,

i) Given $k > k_0 \geq 0$, the $\mathcal{F}(d)$ condition, defined as $|\alpha_{\perp}^{(0)} \Gamma_{\perp}^{(0)}| \neq 0$ with $\Gamma = I_p - \sum_{i=1}^{k_0} \Gamma_i^{(0)}$, is a necessary and sufficient condition for the identification of the set of parameters of $\mathcal{H}_k$ in equation (5).

ii) Given $k_0$ and $k$, with $k \geq k_0$, the number of equivalent sub-models that can be obtained from $\mathcal{H}_k$ is $m = \lfloor k+1 / (k_0+1) \rfloor$, where $\lfloor x \rfloor$ denotes the greatest integer less or equal to $x$.

iii) For any $k \geq k_0$, all the equivalent sub-models are found for parameter values $d_j = d_0 - \frac{j}{j+1} b_0$ and $b_j = b_0 / (j+1)$ for $j = 0, 1, ..., m-1$.

Proposition 1 has several important consequences that are worth being discussed in detail. First of all, the $\mathcal{F}(d)$ condition only holds for the sub-model of $\mathcal{H}_k$ for which $d = d_0$ and $b = b_0$, i.e. for the sub-model of $\mathcal{H}_k$ associated to the restriction $\mathcal{H}_k^{(0)} : \Gamma_{k_0+1} = \Gamma_{k_0+2} = ... = \Gamma_k = 0$. In Example 1, the $\mathcal{F}(d)$ condition is only verified for $\mathcal{H}_1^{(0)}$, while for $\mathcal{H}_1^{(1)}$ we have that $|\alpha_{\perp}^{(1)} \Gamma_{\perp}^{(1)}| = 0$, since $\Gamma_{1} = I_p - (I_p + \alpha \beta') = -\alpha \beta'$. Note that the assumption $|\alpha_{0, \perp}^{(0)} \Gamma_{0, \perp}^{(0)}| \neq 0$ imposed on model (5) guarantees that it is not possible to impose restrictions such that two or more sub-models of $\mathcal{H}_{k_0}$ are equivalent. In this sense, Proposition 1 generalizes Theorem 3 in Johansen and Nielsen (2012). Indeed, while
in Johansen and Nielsen (2012) the $\mathcal{F}(d)$ condition is only imposed on the $\mathcal{H}_{k_0}$ model with $k = k_0$ by assumption, Proposition 1.i) shows that a necessary and sufficient condition for the identification of the parameters of any $\mathcal{H}_k$ model, with $k > k_0$, is the validity of the $\mathcal{F}(d)$ condition. This has important consequences in practical applications when the true number of lags is unknown and it is potentially over-specified. Note that if the number of lags is under-specified, there is no identification problem, but this misspecification model leads to the invalidity of the results in Johansen and Nielsen (2012). In addition, Proposition 1.ii) characterizes the number of equivalent sub-models of $\mathcal{H}_k$ for a given $k_0$, showing that their multiplicity depends on $k$ and $k_0$. Table 1 summarizes the number of equivalent sub-models for different values of $k_0$ and $k$. As a consequence of Proposition 1.ii), there are cases in which $k > k_0$ does not necessarily imply a lack of identification. For example, when $k = 2$ and $k_0 = 1$, there are no sets of restrictions on $\mathcal{H}_2$ leading to a sub-model equivalent to the one obtained under the restriction $d = d_0$, $b = b_0$, $\Gamma_1 = \Gamma^0_1$ and $\Gamma_2 = 0$. Hence, in this case, the multiplicity, $m$, of equivalent sub-models is 1. When $k_0$ is small there are several equivalent sub-models for small choices of $k$. As $k_0$ increases, multiple equivalent sub-models are only found for large values of $k$. For example, when $k_0 = 5$, then two equivalent sub-models can only be found for suitable restrictions of the $\mathcal{H}_{11}$ model. Moreover, Proposition 1.iii) shows that each sub-model of $\mathcal{H}_k$ equivalent to $\mathcal{H}_{k_0}$ with $|\alpha'_\perp \Gamma \beta_\perp| = 0$ has values of $d$ and $b$ that are fractions of $d_0$ and $b_0$. Furthermore, when $k$ is very large compared to $k_0$, the $(m - 1)$-th sub-model is associated with $d_{m-1} \approx d_0 - b_0$ and $b_{m-1} \approx 0$, i.e. located closely to the boundary of the parameter space.

A final remark on the relevance of the $\mathcal{F}(d)$ concerns the possibility of polynomial fractional cointegration that arises when $|\alpha'_\perp \Gamma \beta_\perp| = 0$. This means that models with polynomial fractional cointegration up to order $m = \lfloor \frac{k+1}{k_0+1} \rfloor$ can be obtained from the FCVAR$_{d,b}$ model for some combinations of $k$ and $k_0$. Consider again model $\mathcal{H}_1^{(1)}$ in (2).

<table>
<thead>
<tr>
<th>$k_0 \downarrow k \rightarrow$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Table reports the number of equivalent models ($m$) for different combinations of $k$ and $k_0$. When $k_0 > k$ the $\mathcal{H}_k$ is under-specified.
After simple algebraical manipulations, model $H^{(1)}_1$ can be formulated as

$$
\Delta^{d_2} X_t = \Delta^{d_2-2b_1}(\alpha \beta' L_{b_1} X_t - \Gamma^1 \Delta^{b_1} L_{b_1} X_t) + \epsilon_t,
$$

where $d_2 = d_1 + b_1$ and $\Gamma^1 = -\alpha \beta'$. Equation (6) defines a model for polynomial fractional cointegration as studied in Johansen (2008, p.667) and further extended in Franchi (2010). Polynomial fractional cointegration has analogies in the context of modeling $I(2)$ variables in the standard VECM context, see Johansen (1995b), and the number of polynomial fractional trends depends on the rank of the matrix $\alpha'_{\perp} \Gamma \beta_{\perp}$. In particular, imposing the $\mathcal{F}(d)$ condition on the FCVAR$_{d,b}$ model does not only guarantee that the parameters $d$, $b$ and $\Gamma_1, \ldots, \Gamma_k$ are identified, but also rules out cases of polynomial fractional cointegration.

### 3 Identification and Inference

This section illustrates the problems in the estimation of the parameters of the FCVAR$_{d,b}$ that are induced by the lack of identification outlined in Section 2. As shown in Johansen and Nielsen (2012), the parameters of the FCVAR$_{d,b}$ can be estimated following a profile likelihood approach, where the estimates of the fractional parameters, $\hat{d}$ and $\hat{b}$, are obtained first by maximizing the profile log-likelihood

$$
\hat{\psi} = \arg \max_{\psi} \ell_T(\psi),
$$

where $\psi = (d, b)'$ and

$$
\ell_T(\psi) = -\log |S_{00}(\psi)| - \sum_{l=1}^{p} \log(1 - \lambda_l(\psi)).
$$

The quantities $\lambda(\psi)$ and $S_{00}(\psi)$ are obtained from the residuals, $R_{it}(\psi)$ of the reduced rank regression of $\Delta^d X_t$ ($i = 0$) and $\Delta^{d-b} L_b X_t$ ($i = 1$) on $\Delta^d L_b X_t, \ldots, \Delta^d L_b^k X_t$. The product moment matrices $S_{ij}(\psi)$ for $i, j = 0, 1$ are $S_{ij}(\psi) = T^{-1} \sum_{t=1}^{T} R_{it}(\psi) R_{jt}(\psi)$ and $\lambda_h(\psi)$ for $h = 1, \ldots, p$ are the solutions, sorted in decreasing order, of the generalized eigenvalue problem

$$
|\lambda(\psi) S_{11}(\psi) - S_{10}(\psi) S_{01}(\psi) S^{-1}_{00}(\psi)| = 0.
$$

Given $\hat{d}$ and $\hat{b}$, the estimates $\hat{\alpha}$, $\hat{\beta}$, $\hat{\Gamma}_j$, $j = 1, \ldots, k$, and $\hat{\Omega}$ are found by reduced rank regression as in Johansen (1988). Although the statistical model (5) is defined for all $0 < b_0 \leq d_0$, the asymptotic properties of the ML estimator are derived in Johansen and Nielsen (2012) when the true values satisfy $0 \leq d_0 - b_0 < 1/2$ and $b_0 \neq 1/2$, for which
$\beta_0'X_i$ is (asymptotically) a stationary process. Therefore, the following analysis is carried out for combinations of $d_0$ and $b_0$, which satisfy such constraint. Unfortunately, imposing the constraint $d - b < 1/2$ in the estimation of $\psi$ does not provide sufficient information to achieve identification since, by construction, $d_0 - b_0 = d_i - b_i \forall i = 1, \ldots, m$ with $m = \lfloor \frac{k+1}{k_0+1} \rfloor$, by Proposition 1.iii).

Since the values of $\psi$ that maximize $\ell_T(\psi)$ must be found numerically, the consequences of the lack of identification of the FCVAR$_{d,b}$ model on the expected profile log-likelihood when $k > k_0$ are explored by means of numerical experiments based on the MATLAB package of Nielsen and Popiel (2016). In particular, since the asymptotic value of $\ell_T(\psi)$ is not available in closed-form as a function of the FCVAR$_{d,b}$ parameters, the asymptotic values of $\ell_T(\psi)$ are approximated by averaging over $M$ simulations the value of $\ell_T(\psi)$ computed for different values of $\psi$ and a large $T$. This provides a precise numerical approximation of the expected profile log-likelihood, $E[\ell_T(\psi)]$. Therefore, $M = 100$ simulated paths are generated from model (5) with $T = 50,000$ observations and $p = 2$ processes. The fractional parameters of the system are $d_0 = 0.8$ and $b_0 = d_0$. The restriction $b_0 = d_0$ simplifies the readability of the results without loss of generality, since the plots display $\bar{\ell}_T(d) = \frac{1}{M} \sum_{i=1}^{M} \ell_{i,T}(d)$ as a function of $d$ in a two dimensional Cartesian system. The cointegration vector is $\beta_0 = [1,-1]'$, the vector of adjustment coefficients is $\alpha_0 = [0.5,-0.5]'$, and the matrices $\Gamma^0_i$, $i = 1, \ldots, k_0$, for different values of $k_0$ are chosen such that the roots of the characteristic polynomial are outside the fractional circle, see Johansen (2008). The average profile log-likelihood, $\bar{\ell}_T(d)$, and the average of the function $f(d) = |\hat{\alpha}'_\perp(d) \hat{\Gamma}(d) \hat{\beta}_\perp(d)|$ are computed with respect to a grid of alternative values for $d = [d_{\text{min}}, \ldots, d_{\text{max}}]$. The average of $f(d)$ over the $M$ simulations is an estimate of the value of the function $F(d)$ condition for different values of $d$. Hence $\bar{F}(d) = \frac{1}{M} \sum_{i=1}^{M} f_i(d)$ for $d = [d_{\text{min}}, \ldots, d_{\text{max}}]$ is plotted together with $\bar{\ell}_T(d)$. Due to space constraints, the results of the simulations can not be shown for a large number of parameter combinations. However, the results obtained with other parameters confirm the reported evidence.

Figure 1 reports the values of $\bar{\ell}_T(d)$ and $\bar{F}(d)$ when $k = 1$ lags are chosen but $k_0 = 0$. It clearly emerges that the two global maxima of $\bar{\ell}_T(d)$ are associated to the pair of values $d_0 = 0.8$ and $d_1 = 0.4$, but in $d_1 = 0.4$ the $\bar{F}(d)$ line is equal to zero. Similarly, as reported in Figure B.1 in the supplementary material, the expected log-likelihood function has three humps around $d_0 = 0.8$, $d_1 = 0.4$ and $d_2 = d_0 - 2/3 d_0 = 0.2667$ when $k = 2$ and $k_0 = 0$. As in the previous case, the $\bar{F}(d)$ line is approximately equal to zero around $d_1$ and $d_2$. Consistently with the theoretical results presented in Section 2, the $\bar{F}(d)$ line is instead far from zero in $d_0 = 0.8$ also in this case. Figure 2 reports the contour plot of the expected profile log-likelihood function in the 2-dimensional space of $(d,b) \in \mathbb{R}^2$, with $d \geq b$. The plot clearly highlights the presence of two equivalent
peaks located inside the isolines with level -14.1928 that, as expected, are associated with the vectors $\psi_0 = [0.8, 0.8]'$ and $\psi_1 = [0.4, 0.4]'$. Notably, the function $\bar{\ell}(\psi)$ quickly decreases at the extremes of the parameter space, i.e. when $d > d_0$ and $b > b_0$ or when $d < d_0 - b_0/2$ and $b < b_0/2$. Instead, the function remains rather high and flat in the interval $b_0/2 < b \leq d < d_0$. This may induce further identification problems in finite samples as discussed in Section 3.1.

A slightly more complex evidence arises when $k_0 > 0$. Figure 3 reports $\bar{\ell}_T(d)$ and $\bar{\mathcal{F}}(d)$ when $k_0 = 1$ while $k = 2$ is chosen. The $\bar{\ell}_T(d)$ function is globally maximized in the region around $d_0 = 0.8$, thus supporting the theoretical results outlined in Proposition 1, i.e. when $k = 2$ and $k_0 = 1$ there is no lack of identification. However, another interesting evidence emerges. The $\bar{\ell}_T(d)$ function is flat and high in the region around $d = 0.5$, possibly inducing identification problems in finite samples, see Section 3.1. When $k = 3$, we expect $m = \frac{4}{2} = 2$ equivalent sub-models associated with $d_0 = 0.8$ and $d_1 = d_0 - 1/2d_0 = 0.4$. Indeed, by looking at Figure A.2 in the supplementary material, it emerges that the $\bar{\ell}_T(d)$ line has two global maxima around the values $d_0 = 0.8$ and $d_1 = 0.4$. As expected, in the region around $d_1 = 0.4$ the $\bar{\mathcal{F}}(d)$ line is close to zero.
Figure 2: The figure reports the contour plot of the values (rescaled by a 10,000) of the function \( \bar{l}(\psi) \) for different combinations of \( d \in [0.3, 0.9] \) (x-axis) and \( b \in [0.3, 0.9] \) (y-axis). The observations from the DGP are generated with \( k_0 = 0 \) lags and model \( \mathcal{H}_k \) with \( k = 1 \) lag is estimated. The parameters of the DGP are \( d_0 = b_0 = 0.8, \beta_0 = [1, -1]' \), \( \alpha_0 = [-0.5, 0.5]' \). The empty area is associated to values of \( b > d \) for which the log-likelihood is not defined.

3.1 Identification in Finite Samples

The purpose of this section is to shed light on how the lack of mathematical identification affects the estimates of the FCVAR\(_{d,b} \) in finite samples. Figure 4 reports the finite sample profile log-likelihood function, \( \ell_T(d) \), against a fine grid of values of \( d \). Each plot reports the function \( \ell_T(d) \) obtained by fitting model \( \mathcal{H}_1 \) on a distinct simulated path of length \( T = 1,000 \), generated under model \( \mathcal{H}_0 \). The plot clearly highlights the consequences of the lack of identification in finite samples. In Panel a), the global maximum of \( \ell_T(d) \) is found around \( d = 0.4 \), while in Panel b) it is around 0.8. As expected in Panel a), the \( f(d) \) line is near 0 when \( d = 0.4 \), while it is far from zero in Panel b) when \( d = 0.8 \).

Proposition 1 and Table 1 show that there are many combinations of \( k \) and \( k_0 \) associated to identified FCVAR\(_{d,b} \) models, for example the case \( k_0 = 1 \) and \( k = 2 \). In these cases, the expected profile log-likelihood should not display multiple equivalent maxima associated with fractions of \( d_0 \). However, poor finite sample identification, namely weak identification, might arise also in this case. For example, Figure 5 reports the finite sample profile log-likelihood function relative to the estimation of the \( \mathcal{H}_2 \) model on two simulated paths of \( \mathcal{H}_1 \) with \( T = 1,000 \). In Panel a), the global maximum is in a neighborhood of \( d = 0.4 \), and the function \( f(d) \) is close to zero in \( d = 0.4 \). Hence, the estimated matrices
Figure 3: Figure reports simulated values of $\bar{l}(d)$ and $\bar{F}(d)$ for different values of $d \in [0.4, 1]$ on the x-axis. The observations from the DGP are generated with $k_0 = 1$ lags and model $\mathcal{H}_k$ with $k = 2$ lags is estimated. The parameters of the DGP are $d_0 = b_0 = 0.8$, $\beta_0 = [1, -1]'$, $\alpha_0 = [-0.5, 0.5]'$, and $\Gamma_1 = \begin{bmatrix} 0.3 & -0.2 \\ 0.4 & -0.5 \end{bmatrix}$.

$\hat{\Gamma}_1$ and $\hat{\Gamma}_2$ are such that $|\alpha'_\perp \Gamma \beta_\perp| \approx 0$. On the other hand, with another simulated path, the global maximum is found around $d = 0.8$, where the function $f(d)$ is far from zero, Panel b). As it emerges from this example, for any choice of $k > k_0$ there is the risk of obtaining estimates of the fractional parameters, $d$ and $b$, that are far from the true ones. Figures B.3-B.5 in the supplementary material show that this situation is very likely to happen given the clear bimodality of the distribution of the Monte Carlo estimates in a number of alternative setups.

Tschernig et al. (2013a) discuss an analogous identification problem in the FIVAR$_b$ model. The FIVAR$_b$ extends the FIVAR model allowing the autoregressive structure to depend on the fractional lag operator, $L_b$, hence inducing more flexibility in the short-run terms. Tschernig et al. (2013a) show that an identification problem arises when the eigenvalues of the characteristic polynomial in the $L_b$ operator are either close to 0 or to 1. Similarly to the FCVAR$_{d,b}$, the lack of identification leads to an high and flat log-likelihood function for a wide range of combinations of $d$ and $b$. However, in the FCVAR$_{d,b}$ model, the $F(d)$ condition provides a necessary and sufficient condition for the identification. It is therefore crucial to develop a robust estimation procedure that guarantees that the estimated FCVAR$_{d,b}$ parameters are correctly identified and satisfy the $F(d)$ condition also when the lag-length is potentially overspecified.
Figure 4: The figure reports the values of the profile log-likelihood \( l(d) \) and \( F(d) \) for different values of \( d \in [0.3, 1] \) (x-axis) for two different simulated paths with \( T = 1,000 \) of the FCVAR\(_{d,b} \) when \( k_0 = 0 \) and model \( H_1 \) is estimated. The parameters of the DGP are \( d_0 = b_0 = 0.8 \), \( \beta_0 = [1, -1]' \), \( \alpha_0 = [-0.5, 0.5]' \).

### 3.2 Constrained Likelihood

In the previous sections, we have proved that the FCVAR\(_{d,b} \) model suffers from identification problems when \( k \) is over-specified. In particular, a number of equivalent parametrization associated to fractions of the true \( d_0 \) and \( b_0 \) can be found for several choices of \( k > k_0 \). On the other hand, the fractional parameter \( d \) is equivalent to the true fractional order of the process \( X_t \) only in \( d = d_0 \). As illustrated above, this identification problem has clear consequences from a statistical point of view since a unique ML estimator of \( d \) and \( b \) does not exist. We therefore propose a new approach that is based on the idea of transforming the unrestricted maximum likelihood problem, whose properties have been studied in Johansen and Nielsen (2012) only for the case \( k = k_0 \), into a constrained maximum likelihood problem by imposing a very mild restriction on the parameter space of \( d \). In particular, we suggest that \( \hat{d} \) and \( \hat{b} \) must be the solutions of the following constrained maximum likelihood problem

\[
\hat{\psi} = \arg \max_{\psi} \ell_T(\psi), \quad \text{s.t. } d \geq \delta_{\min}
\]

where \( \ell_T(\psi) \) is defined in (8) and \( \delta_{\min} \) determines the lower bound on the parameter \( d \). Restricting the parameter space of \( d \) is supported by the following lemma, which is a direct derivation of Proposition 1.
Figure 5: The figure reports the values of the profile log-likelihood \( l(d) \) and \( F(d) \) for different values of \( d \in [0.3, 1] \) (x-axis) for two different simulated paths with \( T = 1,000 \) of the FCVAR\(_{d,b} \) when \( k_0 = 1 \) and model \( \mathcal{H}_2 \) is estimated in the data. The parameters of the DGP are \( d_0 = b_0 = 0.8, \beta_0 = [1, -1]' \), \( \alpha_0 = [-0.5, 0.5]' \), and \( \Gamma_1 = \begin{bmatrix} 0.3 & -0.2 \\ 0.4 & -0.5 \end{bmatrix} \).

Lemma 1 Let \( \hat{\Theta}_{\mathcal{H}_k} = \{d = d_0, b \in (0, d_0], \alpha \in \mathbb{R}^{p \times r}, \beta \in \mathbb{R}^{p \times r}, \Gamma_j \in \mathbb{R}^{p \times p}, j = 1, \ldots, k; \Omega > 0 \} \) be the restricted parameter space of model \( \Theta_{\mathcal{H}_k} \) with \( d = d_0 \in \mathbb{R}^+ \), then the statistical model \( \mathcal{P} = \{P_\theta : \theta \in \hat{\Theta}_{\mathcal{H}_k} \} \) is identified, i.e. \( P_{\theta_1} = P_{\theta_2} \) implies \( \theta_1 = \theta_2 \) for all \( \theta_1, \theta_2 \in \hat{\Theta}_{\mathcal{H}_k} \), and \( |\alpha'_1 \Gamma \beta'_1| \neq 0 \) \( \forall \theta \in \hat{\Theta}_{\mathcal{H}_k} \).

It follows from Lemma 1 that once the parameter \( d \) is fixed to \( d_0 \), then all the FCVAR\(_{d,b} \) parameters are uniquely identified for any lag \( k > k_0 \). Under the constraint \( d = d_0 \), the profile log-likelihood function \( \ell_T(\psi) \) only varies with respect to \( b \) and it has a unique maximum around \( b_0 \). Interestingly, Lemma 1 provides theoretical support to the procedure, adopted in Bollerslev et al. (2013) and Caporin et al. (2013), of estimating the FCVAR\(_{d,b} \) model by restricting the fractional parameter \( d \) to a constant value and by maximizing the profile log-likelihood function with respect to \( b \) only. Figure 6 reports the value of the sliced profile log-likelihood with respect to different values of \( b \), when the parameter \( d \) is fixed at the true value \( d_0 = 1 \). It clearly emerges that, irrespectively of the choice of \( k > k_0 \), the profile log-likelihood function is uniquely maximized around \( b_0 \). This is a direct consequence of Lemma 1. Figure B.6 in the supplementary material confirms this result also when \( b_0 < d_0 \). As expected the value of the sliced profile log-likelihood at the optimum is the highest for the model with \( k = 4 \) lags in both figures, since the model \( \mathcal{H}_4 \) nests all the other models with \( k < 4 \). However, the profile log-likelihood function becomes very flat when \( k \) increases. This is due to the efficiency loss caused by the inclusion in the model \( \mathcal{H}_k \) of matrices of parameters, \( \Gamma_j, j > k_0 \), that should be theoretically
Figure 6: The figure reports the values of the expected profile log-likelihood, $\bar{l}(\psi)$, for different values of $b \in [0.51, 1.2]$ (x-axis) when $d = d_0 = 1$. The sample size is $T = 20,000$ and $k_0 = 0$, while $H_k$ with $k = 1, 2, 3, 4$ is estimated. The parameters of the DGP are $d_0 = b_0 = 1$, $\beta_0 = [1, -1]'$, $\alpha_0 = [-0.5, 0.5]'$. 

excluded. In small samples, this may generate a problem of weak identification analogous to the one discussed in Section 3.1.

Since there exists a unique maximum of the profile log-likelihood function when $d$ is restricted to $d_0$, then the asymptotic properties found in Johansen and Nielsen (2012) still hold. However, since $d_0$ is unknown in practice, we rely on a constrained optimization method, which sets to zero the probability of selecting a maximum outside a given interval for the parameter $d$. This means that a lower bound for $d$, namely $\delta_{\min}$, must be determined such that the optimization of the profile log-likelihood is performed in a region which should only contain one maximum. In the following, we illustrate a simple and direct way to select $\delta_{\min}$ in a data-driven fashion. In principle, any semi-parametric estimator of the fractional order of the series, e.g. the exact local Whittle estimator of Shimotsu and Phillips (2005), could be adopted to determine the fractional order of the system and a value for $\delta_{\min}$ could be easily determined by setting a lower bound based on the point estimate. Unfortunately, a multivariate version of the exact local Whittle in which all the processes share the same degree of fractional integration is not yet available in the literature. Indeed, under the assumption of fractional cointegration the multivariate log-likelihood of the model can not be determined due to the singularity of the coherence matrix at the origin, see the discussion in Nielsen and Shimotsu (2007) among others. Similarly to Nielsen and Shimotsu (2007), we therefore recommend to obtain a
semi-parametric estimate of \( d \) as

\[
\tilde{d} = \frac{1}{p} \sum_{i=1}^{p} \tilde{d}_i,
\]

(11)

where \( \tilde{d}_i \) is the univariate exact local Whittle estimate of the parameter \( d \) on the \( i \)-th series. The exact local Whittle is defined as

\[
\tilde{d}_i = \arg \min_{d \in \mathbb{D}} R(d, X_{t,i}) \quad i = 1, \ldots, p
\]

(12)

with

\[
R(d, X_{t,i}) = \frac{1}{m} \sum_{j=1}^{m} \log (\lambda_j^{-2d_i}) + \log \left( \frac{1}{m} \sum_{j=1}^{m} I_{\Delta^{d_i}X_{t,i}}(\xi_j) \right),
\]

(13)

where \( I_{\Delta^{d_i}X_{t,i}}(\xi_j) \) is the periodogram of the fractional difference of the series \( X_{t,i} \) evaluated at the Fourier frequency \( \lambda_j \), where the number of frequencies used in the estimation is \( q_T \) and \( \mathbb{D} \) is the admissible set of values of \( d \), which according to Shimotsu and Phillips (2005) has length no larger than \( \frac{9}{2} \). Under Assumptions 1-5 of Shimotsu and Phillips (2005), \( \tilde{d}_i \) is a consistent estimator of \( d \) and asymptotically Gaussian with

\[
\sqrt{q_T}(\tilde{d}_i - d_0) \overset{d}{\rightarrow} N \left( 0, \frac{1}{4} \right),
\]

(14)

where the asymptotic variance does not depend on any nuisance parameter and the rate of convergence depends on \( q_T \). Therefore, once \( \tilde{d} \) is estimated, then \( \delta_{\min} \) can be determined as

\[
\delta_{\min} = \tilde{d} - c \cdot \tilde{d},
\]

(15)

where \( c \in [0, 1] \). Given this choice for \( \delta_{\min} \), it is possible to evaluate the probability that the restriction \( d \geq \delta_{\min} \) is associated to an identified system. Under identification, the ML estimator of Johansen and Nielsen (2012) can consistently estimate \( d_0 \) and \( b_0 \) for any \( k \geq k_0 \). Let’s first define the set \( \mathbb{D}^* = [\delta_{\min}, +\infty) \). If \( d_0 \in \mathbb{D}^* \) and \( d_0 - b_0/2 \notin \mathbb{D}^* \), then all the parameters of the FCVAR\(_{d,b} \) model can be identified for all choices of \( k \). Since \( \delta_{\min} \) depends on the ELW estimator, which has the asymptotic Gaussian distribution in (14), we can compute the probability of the event \( \delta_{\min} \in (d_0 - b_0/2, d_0) \), denoted as \( P_{d_0-b_0/2.d_0} := Pr(d_0 - b_0/2 < \delta_{\min} < d_0) \), for \( T \to \infty \) as

\[
\lim_{T \to \infty} P_{d_0-b_0/2.d_0} = Pr \left( Z \leq \frac{2c}{1-c} d_0 \sqrt{q_T} \right) - Pr \left( Z \leq \frac{2cd_0 - b_0}{1-c} \sqrt{q_T} \right),
\]

(16)

where \( Z \) follows a standard normal distribution. Note that the first probability in (16) tends to 1 as \( T \to \infty \), while the second one tends to 0 only if \( \frac{2cd_0 - b_0}{1-c} < 0 \), that is if
\(b_0 > 2cd_0\). This is illustrated in Figure 7, which displays the probability \(P_{d_0-b_0/2,d_0}\) for different combinations of \(T, b_0\) and \(c\) when \(q_T = T^{0.5}\) and \(d_0 = 0.8\). First, it emerges that when \(b_0\) is very small, the probability of \(\delta_{\min}\) being in the interval \((d_0 - b_0/2, d_0)\) approaches zero, since the size of the interval \((d_0 - b_0/2, d_0)\) shrinks to zero. It should be noted that the case \(b_0 \approx 0\) is not empirically relevant. Indeed, when \(b_0 \approx 0\) the strength of the cointegration relation is minimal and \(L_{b_0} \approx 1\), thus excluding the practical implementation of the FCVAR\(_{d,b}\). Moreover, Johansen and Nielsen (2012) have proved the asymptotic distribution of the ML estimator for values of \(b_0 > d_0 - 1/2\), thus ruling out a number of cases for low values of \(b_0\). The probability \(P_{d_0-b_0/2,d_0}\) increases with

![Figure 7](image_url)

**Figure 7**: The figure reports the probability that \(\delta_{\min}\) is in the interval \((d_0 - b_0/2, d_0)\) for different values of \(b_0 \in (0.3, 0.8)\) and \(c \in [0.01, 0.3]\), with \(q_T = T^{0.5}\) and \(d_0 = 0.8\).

the strength of the cointegration relation, \(b_0\), and with \(T\). For large values of \(b_0\), the probability of \(\delta_{\min}\) being in the interval \((d_0 - b_0/2, d_0)\) approaches one. When \(T = 50,000\), the probability \(P_{d_0-b_0/2,d_0}\) is close to 1 already for intermediate values of \(b_0\) and for almost all choices of \(c\). In particular, choosing a small \(c\) in the range between 5% and 15%, that is setting the lower bound close to \(\tilde{d}\), leads to the highest probability since the condition \(b_0 > 2cd_0\) is more easily verified. On the other hand, in small samples, e.g. \(T = 1,000\), the probability of \(d_0 < \delta_{\min}\) might not be zero if \(c\) is too small, thus leading to a reduction in the probability \(P_{d_0-b_0/2,d_0}\). This clearly defines a trade-off between asymptotic precision and finite sample robustness in the choice of \(c\), which might be selected based on some knowledge or assumption on the DGP. Figure 8 shows that the probability of \(P_{d_0-b_0/2,d_0}\) tends to 1 as \(T \to \infty\) for different combinations of \(d_0\) and \(b_0\) when \(c = 0.15\). In particular, the probability is already close to 85% for the case \(d_0 = 0.6\) and \(b_0 = 0.4\) when \(T = 500\) and it is almost equal to 1 when \(T = 5,000\). We therefore recommend the choice \(c = 0.15\)
in the empirical applications and we will adopt this value in the rest of the paper. In the

![Figure 8: The figure reports the probability that $\delta_{\min}$ is in the interval $(d_0 - b_0/2, d_0)$ for different values combinations of $d_0$ and $b_0$ and for different sample sizes. The probability curves are related to a choice of $c = 0.15$. The x-axis reports the sample size $T$ and the y-axis the probability $P_{d_0-b_0/2,d_0}$.](image)

next paragraph, we show that imposing the lower bound constraint in (10) is generally sufficient to solve the identification problem with a very mild restriction on the parameter space.

3.2.1 Monte Carlo Simulations

In this paragraph, we discuss the results of a number of Monte Carlo simulations to support the need for the approach based on the constrained log-likelihood outlined in (10) as opposed to the unconstrained one when the number of lags is unknown. Figure 9 reports the contour plot of the Monte Carlo estimates of the parameters $d$ and $b$ when a sample of $T = 2,500$ observations is generated by the following bivariate FCVAR$_{d,b}$ model

$$
\Delta^{d_0} X_t = \alpha_0 \beta_0' \Delta^{d_0-b_0} L_{b_0} X_t + \varepsilon_t \quad t = 1, \ldots, T,
$$

(17)

where $d_0 = 1$ and $b_0 = 0.8$. For each generated sample, the model $H_2$ is estimated on the data. According to Proposition 1, three equivalent models can be found associated to different combinations of $d$ and $b$, i.e. $\psi_0 = [1, 0.8]$, $\psi_1 = [0.6, 0.4]$ and $\psi_2 = [0.47, 0.27]$. From Panel a) of Figure 9 it clearly emerges that maximizing the constrained log-likelihood function (10) solves the identification problem discussed above.
Indeed, almost the entire probability mass of $\hat{\psi}$, based on $M = 1,000$ Monte Carlo estimates, is concentrated around $\psi_0$. Only in a very limited number of cases the estimates are located around $[0.8,0.5]$, and this could be attributed to the probability $P_{d_0 - b_0/2, d_0}$ being slightly smaller than 1 in this setup. Instead, when the optimal parameters $d$ and $b$ are found by maximizing the unrestricted likelihood function, see Panel b), a large portion of the probability mass is located away from $\psi_0 = [1, 0.8]$. In particular, when the profile log-likelihood function is not constrained, the bivariate distribution of $\hat{\psi}$ is clearly multi-modal, as a consequence of the lack of identification as outlined in Proposition 1. For comparison, Figure 10 reports the distribution of $\hat{\psi}$ when the number of lags is correctly specified, i.e. $k = 0$. Not surprisingly, the distribution of $\hat{\psi}$ is well centered around $\psi_0$, and the estimates are more efficient than those obtained with $k > 0$ since fewer FCVAR$_{d,b}$ parameters must be estimated under correct lag specification. However, $k_0$ is unknown in practice and is typically determined by a general-to-specific sequence of LR tests. In Section 4.1 we discuss the nesting structure of the FCVAR$_{d,b}$ model under unknown cointegration rank and lag-length and the optimal sequence of LR tests when the parameter space of $d$ is properly restricted.

Figures B.7-B.11 in the supplementary material highlight the robustness of the constrained likelihood approach for different sample sizes and different combinations of $k_0$ and $k$. As $T$ increases, the estimates based on the unconstrained likelihood still display
Figure 10: The figure reports the contour plot of $M = 1,000$ Monte Carlo estimates of the parameters $d$ (x-axis) and $b$ (y-axis) when a sample of $T = 2,500$ observations is generated by a FCVAR$_{d,b}$ model with $k_0 = 0$, $d_0 = 1$, $b_0 = 0.8$ and the cointegration vectors given by $\beta_0 = [1,-1]'$ and $\alpha_0 = [-0.5, 0.5]'$. Model $H_0$ is estimated on the data.

the identification problem, while the constrained estimates are all centered around $d_0$ and $b_0$, see Figure B.7 which is based on $T = 10,000$. This confirms that the probability $P_{d_0-b_0/2,d_0}$ converges to 1 as $T \to \infty$ as illustrated in Figure 8. When $T = 1,000$, most of the probability mass is still concentrated around $d_0$ and $b_0$, although the density is much more dispersed than the case with $T = 10,000$, see Figures B.8 and B.9. This is not surprising given the flatness of the log-likelihood function in small samples. Finally, the results do not qualitatively change when data is generated under $H_1$ with $\Gamma_1 = \begin{bmatrix} 0.3 & -0.2 \\ -0.4 & 0.5 \end{bmatrix}$ and model $H_3$ is estimated, see Figure B.10. As expected, the estimates based on the unconstrained likelihood are bimodal, since two equivalent sub-models of $H_3$ can be found associated to $k_0 = 1$, see Table 1. Instead, the estimates based on the constrained likelihood are unimodal and centered around the true values $d_0$ and $b_0$. Finally, when $d_0 - b_0 \approx 0.5$, see Figure B.11, the slow convergence rate makes the profile log-likelihood function extremely flat, although the sample size is moderately large, thus leading to rather dispersed estimates of $\psi$. However, compared to the unrestricted estimates which are found everywhere in the interval $0.3 < b < d < 1$, the constrained estimates are much more often located in the region around $d_0$ and $b_0$. 
4 Unknown Cointegration Rank

We now extend the previous results to allow both the cointegration rank and the lag-length to be unknown. This is the relevant case in the empirical applications, when testing for the presence of a cointegration relationship between two (or more) fractional processes but there is no preliminary information on the optimal choice of $k$. The unrestricted FCVAR$_{d,b}$ model is formulated as:

$$\mathcal{H}_{r,k} : \Delta^d X_t = \Pi \Delta^{d-b} L_b X_t + \sum_{i=1}^{k} \Gamma_i \Delta^d L_b^i X_t + \varepsilon_t,$$

(18)

where $0 \leq r \leq p$ is the rank of the $p \times p$ matrix $\Pi$. The parameter space of model $\mathcal{H}_{r,k}$ is

$$\Theta_{\mathcal{H}_{r,k}} = \{ \alpha \in \mathbb{R}^{p \times r}, \beta \in \mathbb{R}^{p \times r}, \Gamma_j \in \mathbb{R}^{p \times p}, j = 1, \ldots, k, d \in \mathbb{R}^+, b \in \mathbb{R}^+, d \geq b > 0, \Omega > 0 \}.$$

Compared to the parameter space of $\mathcal{H}_k$ in Section 2, the set $\Theta_{\mathcal{H}_{r,k}}$ also contains the cointegration rank, $r$, among the unknown parameters. Model $\mathcal{H}_{r,k}$ exhibits further identification issues than those illustrated in Section 2.

**Example 2:** Consider the model with $k = 1$ lags and rank $0 \leq r \leq p$, given by

$$\mathcal{H}_{r,1} : \Delta^d X_t = \Pi \Delta^{d-b} L_b X_t + \Gamma_1 \Delta^d L_b X_t + \varepsilon_t,$$

where the set of parameters is $\theta = vec(d, b, \Pi, \Gamma_1)$. Examine now the following two sub-models of $\mathcal{H}_{r,1}$. First, model $\mathcal{H}_{p,0}$ is

$$\mathcal{H}_{p,0} : \Delta^{\tilde{d}} X_t = \tilde{\Pi} \Delta^{d-b} L_b X_t + \varepsilon_t,$$

with $\tilde{\theta} = vec(\tilde{d}, \tilde{b}, \tilde{\Pi})$ is the set of parameters. Second, model $\mathcal{H}_{0,1}$ is

$$\mathcal{H}_{0,1} : \Delta^d X_t = \Gamma^*_1 \Delta^d L_b X_t + \varepsilon_t,$$

where $\theta^* = vec(d^*, b^*, \Gamma^*_1)$ is the set of parameters. Both $\mathcal{H}_{p,0}$ and $\mathcal{H}_{0,1}$ can be written as

$$\left[ \Delta^{d-b}(-\tilde{\Pi}) + \Delta^d (I_p + \tilde{\Pi}) \right] X_t = \varepsilon_t,$$

(19)

and

$$\left[ \Delta^d (I - \Gamma^*_1) + \Delta^{d-b^*} (\Gamma^*_1) \right] X_t = \varepsilon_t.$$

(20)

Imposing the restrictions $\tilde{d} = d^* + b^*$, $\tilde{b} = b^*$ and $-\tilde{\Pi} = I_p - \Gamma^*_1$ on model $\mathcal{H}_{p,0}$ in (19)
leads to $\mathcal{H}_{p,0}$ and $\mathcal{H}_{0,1}$ being equivalent. Indeed, the probability densities are

$$p_{\mathcal{H}_{p,0}}(X_1, \ldots, X_T; \tilde{\theta}|X_0, X_{-1} \ldots) = p_{\mathcal{H}_{0,1}}(X_1, \ldots, X_T; \theta^*|X_0, X_{-1} \ldots), \quad (21)$$

when $\tilde{\theta} = vec(d^* + b^*, b^*, \Gamma_1^* - I_p, 0)$ and $\theta^* = vec(d^*, b^*, 0, \Gamma_1^*)$.

However, the sub-model $\mathcal{H}_{0,1}$ is not always a re-parametrization of $\mathcal{H}_{p,0}$. Indeed, by applying the restrictions $d^* = \tilde{d} - \tilde{b}$, $b^* = \tilde{b}$ and $\Gamma_1^* = I_p + \tilde{\Pi}$ on model $\mathcal{H}_{0,1}$ in (20), it follows that

$$p_{\mathcal{H}_{p,0}}(X_1, \ldots, X_T; \tilde{\theta}|X_0, X_{-1} \ldots) = p_{\mathcal{H}_{0,1}}(X_1, \ldots, X_T; \theta^*|X_0, X_{-1} \ldots), \quad (22)$$

where $\tilde{\theta} = vec(\tilde{d}, \tilde{b}, \tilde{\Pi}, 0)$ and $\theta^* = vec(\tilde{d} - \tilde{b}, \tilde{b}, 0, I_p + \tilde{\Pi})$. However, the equality (22) holds if and only if $\tilde{d} - \tilde{b} \geq \tilde{b} > 0$, i.e. $\tilde{d} \geq 2\tilde{b}$. This implies that $\mathcal{H}_{0,1} = \mathcal{H}_{p,0} \cap \{\tilde{d} \geq 2\tilde{b}\}$. Hence, $\mathcal{H}_{0,1} \subseteq \mathcal{H}_{p,0}$. The next proposition extends this example for any combination of $k$ and $r$.

**Proposition 2** Consider an unrestricted FCVAR$_{d,b}$ model

$$\mathcal{H}_{r,k} : \Delta^d X_t = \Pi \Delta^{d-b} L_b X_t + \sum_{j=1}^{k} \Gamma_j \Delta^{d-b} L_b X_t + \varepsilon_t, \quad (23)$$

where $0 \leq r \leq p$ is the rank of the matrix $\Pi$ and $k$ is the number of lags. Consider the following sub-models of $\mathcal{H}_{r,k}$: $\mathcal{H}_{p,k-1}$ with parameter set $\tilde{\theta} = vec(\tilde{d}, \tilde{b}, \tilde{\Pi}, \Gamma_1, \ldots, \Gamma_{k-1}, \Omega)$, and $\mathcal{H}_{0,k}$ with parameter set $\theta^* = vec(d^*, b^*, \Gamma_1^*, \ldots, \Gamma_k^*, \Omega^*)$.

i) For any $k > 0$, model $\mathcal{H}_{0,k}$ is equivalent to $\mathcal{H}_{p,k-1}$ if the condition $\tilde{d} \geq 2\tilde{b}$ imposed on model $\mathcal{H}_{p,k-1}$ is satisfied. Hence $\mathcal{H}_{0,k} = \mathcal{H}_{p,k-1} \cap \{\tilde{d} \geq 2\tilde{b}\}$.

ii) The nesting structure of the FCVAR$_{d,b}$ model is represented by the following scheme:

$$\begin{align*}
\mathcal{H}_{0,0} & \subset \mathcal{H}_{0,1} \subset \mathcal{H}_{0,2} \subset \cdots \subset \mathcal{H}_{0,k} \\
\mathcal{H}_{1,0} & \subset \mathcal{H}_{1,1} \subset \mathcal{H}_{1,2} \subset \cdots \subset \mathcal{H}_{1,k} \\
\vdots & \quad \vdots \quad \vdots \quad \ddots \quad \vdots \\
\mathcal{H}_{p,0} & \subset \mathcal{H}_{p,1} \subset \mathcal{H}_{p,2} \subset \cdots \subset \mathcal{H}_{p,k}
\end{align*}$$

with $\mathcal{H}_{0,1} \subseteq \mathcal{H}_{p,0}$, $\mathcal{H}_{0,2} \subseteq \mathcal{H}_{p,1}$, $\ldots$, $\mathcal{H}_{0,k} \subseteq \mathcal{H}_{p,k-1}$.

It follows from Proposition 2i) that model $\mathcal{H}_{0,k}$ can always be re-parametrized as model $\mathcal{H}_{p,k-1}$. On the other hand, model $\mathcal{H}_{p,k-1}$ can be formulated as $\mathcal{H}_{0,k}$ only when
the condition \( \tilde{d} \geq 2\tilde{b} \) on model \( \mathcal{H}_{p,k-1} \) holds. This leads to the peculiar nesting structure displayed in Proposition 2.ii). Notably the interpretation of the two models, \( \mathcal{H}_{p,k-1} \) and \( \mathcal{H}_{0,k} \), is different, although they are equivalent descriptions of the data. In model \( \mathcal{H}_{p,k-1} \), the process \( X_t \) has \( p \) non-common stochastic trends fractional order \( \tilde{d} - \tilde{b} \). Instead, in model \( \mathcal{H}_{0,k} \), the process \( X_t \) has \( p \) non-common stochastic trends with fractional order \( d^* \).

A similar identification problem, due to indeterminacy between \( d \), \( b \) and \( k \), arises also in the univariate FAR(\( k \)) model studied in Johansen and Nielsen (2010)

\[
\Delta^d Y_t = \pi \Delta^{d-b} L_b Y_t + \sum_{i=1}^{k} \gamma_i \Delta^d L^b Y_t + \varepsilon_t,
\]

where \( Y_t \) is a univariate process and \( \pi \) is a scalar. Following the same procedure of the proof of Proposition 2, it follows that \( M_{0,k} = M_{1,k-1} \cap \{ \tilde{d} \geq 2\tilde{b} \} \), where \( M_{0,k} \) defines the FAR model with \( \pi = 0 \) and \( k \) lags, while \( M_{1,k-1} \) defines the FAR model with \( \pi \neq 0 \) and \( k - 1 \) lags. Therefore, the FAR(\( k \)) model has a similar circular nesting structure as in Proposition 23.ii). In Johansen and Nielsen (2010), the theoretical results are indeed obtained under the maintained assumption that the true number of lags \( k_0 \) is known.

The following Corollary shows that indeterminacy between cointegration rank and lag-length is not limited to \( \mathcal{H}_{p,k-1} \) and \( \mathcal{H}_{0,k} \), but it can be extended to any cointegration rank \( 0 < s < p \).

**Corollary 1** For any \( k > 0 \), model \( \mathcal{H}_{s,k-1} \) with \( 0 < s < p \) and \( \tilde{d} \geq 2\tilde{b} \) is equivalent to \( \mathcal{H}_{0,k} \), if and only if the matrix \( \Gamma^* = I_p - \sum_{j=1}^{k} \Gamma_j^* \) in model \( \mathcal{H}_{0,k} \) has rank equal to \( s \).

In other words, if the matrix \( \Gamma^* = I_p - \sum_{j=1}^{k} \Gamma_j^* \) in \( \mathcal{H}_{0,k} \) has reduced rank of order \( 0 < s < p \), the models \( \mathcal{H}_{s,k-1} \) and \( \mathcal{H}_{0,k} \) are equivalent under \( \tilde{d} \geq 2\tilde{b} \) in \( \mathcal{H}_{s,k-1} \). This means that \( \mathcal{H}_{0,k} \subseteq \mathcal{H}_{s,k-1} \) for any \( 0 < s \leq p \), if \( \text{rank}(\Gamma) = s \).

### 4.1 Model Selection under Unknown Rank and Lag-length

The peculiar nesting structure of the FCVAR\( _{d,b} \) obviously impacts the joint selection of the number of lags and the cointegration rank. Indeed, the likelihood ratio statistic for cointegration rank \( r \), denoted as \( LR_{r,k} := -2 \log LR(\mathcal{H}_{r,k}|\mathcal{H}_{p,k}) \), see Johansen and Nielsen (2012, p.2698), is given by

\[
-2 \log LR(\mathcal{H}_{r,k}|\mathcal{H}_{p,k}) = T(\ell_T^{(r,k)}(\hat{d}_{r,k}, \hat{b}_{r,k}) - \ell_T^{(p,k)}(\hat{d}_{p,k}, \hat{b}_{p,k})),
\]

where \( \ell_T^{(r,k)} \) is the profile log-likelihood of the FCVAR\( _{d,b} \) model with rank \( r \) and \( k \) lags. Analogously, \( \hat{d}_{r,k} \) and \( \hat{b}_{r,k} \) are the arguments that maximize \( \ell_T^{(r,k)} \). The asymptotic properties of the \( LR_{r,k} \) test, under the maintained assumption of correct specification of the
lag-length, i.e. \( k = k_0 \), are provided in Johansen and Nielsen (2012). Unfortunately, the values of the profile log-likelihoods \( \ell_T^{(0,k)}(\hat{d}_{0,k}, \hat{b}_{0,k}) \) and \( \ell_T^{(p,k-1)}(\hat{d}_{p,k-1}, \hat{b}_{p,k-1}) \) are equal when \( \tilde{d} \geq 2\tilde{b} \) in model \( H_{p,k-1} \), and the number of parameters of model \( H_{p,k-1} \) is the same as in \( H_{0,k} \). Hence, the equality of \( \ell_T^{(0,k)}(\hat{d}_{0,k}, \hat{b}_{0,k}) \) and \( \ell_T^{(p,k-1)}(\hat{d}_{p,k-1}, \hat{b}_{p,k-1}) \) influences the general-to-specific sequence of tests for the joint selection of the cointegration rank and the lag-length. Indeed, assuming that the general-to-specific procedure for the optimal lag selection terminates in \( H_{p,k-1} \), then it would be impossible to know whether the optimal model is \( H_{p,k-1} \) or \( H_{0,k} \) if the estimates \( \hat{d}_{p,k-1} \) and \( \hat{b}_{p,k-1} \) are such that \( \hat{d}_{p,k-1} \geq 2\hat{b}_{p,k-1} \).

Therefore, a problem of joint selection of \( k \) and \( r \) arises in the FCVAR\(_d,b\) when the cointegration rank is unknown and potentially equal to 0 or \( p \). Moreover, under \( H_{0,k} \) with \( k > 0 \), the parameter \( b \) is defined but it does not have the usual interpretation as cointegration gap, since it only appears in the generalized lag operator. A test for the null hypothesis that \( r = 0 \) has been proposed by Lasak (2010) and extended in Lasak and Velasco (2015) to allow for multiple degrees of fractional cointegration. Alternatively, a solution to the indeterminacy in the FCVAR\(_d,b\) framework is to rely on a preliminary estimate of the cointegration rank based on a frequency domain procedure, following for example the testing procedure of Nielsen and Shimotsu (2007). Instead, we show that it is sufficient to impose a constraint on the fractional parameter \( d \) to solve the problem of indeterminacy of cointegration rank and lag-length and develop a consistent testing procedure for model selection.

4.1.1 Model Selection with an Identification Restriction

Unfortunately, a solution to the joint indeterminacy of cointegration rank and lag-length is not available within the unrestricted FCVAR\(_d,b\) framework. However, a simple solution to the identification problem caused by the indeterminacy of cointegration rank and lag-length can be achieved by a suitable restriction of the parameter space of \( d \). Consider the model with unknown rank and unknown lag structure. The model can be expressed by the parameter set \( \Theta_{r,k} = \{d_0 \in \mathbb{R}^+, b \in (0, d_0], \Gamma_j \in \mathbb{R}^{p \times p}, j = 1, \ldots, k; \alpha \in \mathbb{R}^{p \times r}, \beta \in \mathbb{R}^{p \times r}, \Omega > 0\} \) where \( 0 \leq r \leq p \) and \( k \geq 0 \) are unknown. The following lemma holds.

**Lemma 2** Let \( \tilde{\Theta}_{H_{r,k}} = \{d = d_0, b \in [0, d_0], \alpha \in \mathbb{R}^{p \times r}, \beta \in \mathbb{R}^{p \times r}, \Gamma_j \in \mathbb{R}^{p \times p}, j = 1, \ldots, k; \Omega > 0\} \) be the restricted parameter space of model \( \Theta_{H_{r,k}} \) with \( d = d_0 \in \mathbb{R}^+ \) for \( 0 \leq r \leq p \) and \( k \geq 0 \), then the nesting structure for the statistical models \( \mathcal{P} = \{P_0 :
\( \theta \in \Theta_{r,k}^{k=0,\ldots,p} \) can be written as

\[
\mathcal{H}_{0,0} \subset \mathcal{H}_{0,1} \subset \cdots \subset \mathcal{H}_{0,k} \\
\cap \quad \cap \quad \cap \\
\mathcal{H}_{1,0} \subset \mathcal{H}_{1,1} \subset \cdots \subset \mathcal{H}_{1,k} \\
\vdots \quad \vdots \quad \vdots \\
\cap \quad \cap \quad \cap \\
\mathcal{H}_{p,0} \subset \mathcal{H}_{p,1} \subset \cdots \subset \mathcal{H}_{p,k}
\]

When \( d = d_0 \) is fixed, Lemma 2 proves that the FCVAR_{d,b} has a nesting structure that does not exhibit the problem outlined in Proposition 2, since \( \mathcal{H}_{p,k-1} \) and \( \mathcal{H}_{0,k} \) are two distinct models. Therefore, under the assumption that \( d = d_0 \), one could develop a general-to-specific sequence of LR tests which consists of iterating the tests \( LR_{p,k-1} := -2 \log LR(\mathcal{H}_{p,k-1}|\mathcal{H}_{p,k}) \) over \( k \) with fixed \( p \) (full rank) until the null hypothesis is rejected in \( k^* \). Under the restriction \( d = d_0 \), the distribution of these tests is a classical \( \chi^2(p^2) \), since, under full rank, the test statistic reduces to the one in Nielsen (2006, eq. 3.1). Therefore, the results in Nielsen (2006) can also be applied in the fractional context and the likelihood ratio test for \( \Gamma_k = 0 \) is asymptotically \( \chi^2(p^2) \) even if a fractional unit root is present in the DGP. Therefore, the asymptotic power of each \( LR_{p,k-1} \) test of rejecting an underspecified model is maximal, although the true cointegration rank is smaller than \( p \), and the asymptotic size of each test is \( a \). Once the lag is selected, then the sequence of cointegration rank tests \( LR_{r,k^*} := -2 \log LR(\mathcal{H}_{r,k^*}|\mathcal{H}_{p,k^*}) \) can be performed over \( r \in [0, p-1] \) with \( k \) fixed to \( k^* \). Following the results of Johansen and Nielsen (2012), the asymptotic distribution of \( LR_{r,k^*} \) is a functional of the type II fractional Brownian motion for \( r = 0, \ldots, p-1 \) if \( b_{r,k^*} > 0.5 \) and it is a \( \chi^2(q^2) \) if \( b_{r,k^*} < 0.5 \) where \( q = p-r \). The asymptotic distribution for the case \( b_{r,k^*} > 0.5 \) is tabulated in MacKinnon and Nielsen (2014).

In practice, since \( d_0 \) is unknown, we suggest to set a mild constraint on the parameter set of \( d \) to enforce identification at each step in the selection procedure. Analogously to the discussion in Section 3.2, the estimates of \( d_{r,k} \) and \( b_{r,k} \), for any \( 0 \leq r \leq p \) and \( k \geq 0 \), must be the solutions of the following constrained maximum likelihood problem

\[
\hat{\psi}_{r,k} = \arg \max_{\psi} \ell_T^{(r,k)}(\psi_{r,k}), \\
\text{s.t. } d_{r,k} \geq \delta_{min}
\]

where the lower bound on the parameter \( d_{r,k} \), \( \delta_{min} \), can be determined by a preliminary estimate of the fractional order of the process as in (15). Therefore, under the constraint
parametrization in $H_{0,k}$ under the null hypothesis. It is important to stress that $\delta_{\text{min}}$ does not depend on $r$ and $k$ so that it can be determined a priori. If the asymptotic probability $\lim_{T \to \infty} P_{d_0-b_0/2,d_0} = 1$, then the standard asymptotic results discussed above are unchanged since $\lim_{T \to \infty} P(LR_{p,k-1} > C_{p^2}(a)|d_0 - b_0/2 < \delta_{\text{min}} < d_0) = P(LR_{p,k-1} > C_{p^2}(a))$ where $C_{p^2}(a)$ is the critical value of a $\chi^2(p^2)$ distribution at the $a$ significance level. Otherwise, if $\lim_{T \to \infty} P_{d_0-b_0/2,d_0} < 1$, we could experience asymptotic loss of power and/or size distortions in the sequence of LR tests.

<table>
<thead>
<tr>
<th>$\mathcal{H}_{0,0}$</th>
<th>$\mathcal{H}_{0,1}$</th>
<th>$\mathcal{H}_{0,2}$</th>
<th>$\mathcal{H}_{0,3}$</th>
<th>$\mathcal{H}_{0,4}$</th>
<th>$\mathcal{H}^*_1$</th>
<th>$\mathcal{H}_{1,1}$</th>
<th>$\mathcal{H}_{1,2}$</th>
<th>$\mathcal{H}_{1,3}$</th>
<th>$\mathcal{H}_{1,4}$</th>
<th>$\mathcal{H}_{2,1}$</th>
<th>$\mathcal{H}_{2,2}$</th>
<th>$\mathcal{H}_{2,3}$</th>
<th>$\mathcal{H}_{2,4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>92.5</td>
<td>1.6</td>
<td>1.3</td>
<td>1.5</td>
<td>1.3</td>
<td>0</td>
<td>93.8</td>
<td>1.2</td>
<td>1.9</td>
<td>1.6</td>
<td>0</td>
<td>1.4</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>1.4</td>
<td>0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: The two tables report the percentage of selected models when the DGP is a FCVAR$_{d,b}$ model with $k_0 = 0$ (left) and $k_0 = 1$ (right) lags, $r_0 = 1$ cointegration rank and fractional parameters $d_0 = b_0 = 0.8$. The results are based on $M = 1,000$ Monte Carlo simulations and $T = 2,500$ observations. The sequence of LR test is performed with a theoretical significance level of $a = 1\%$ for both the selection of the cointegration rank and the optimal number of lags. The estimations of $d$ and $b$ for each model are carried out under the restriction $d > \delta_{\text{min}}$, with $\delta_{\text{min}} = \bar{d} - c \cdot \bar{d}$, with $c = 0.15$.

The results reported in Table 2 confirm the reliability of the constrained sequential selection procedure that selects the true model in almost 93% of cases when $k_0 = 0$ and 94% when $k_0 = 1$. Interestingly, a model smaller than the true one is never selected suggesting a power close to 100% for both the lag and rank tests. Concerning the empirical size of the tests for the optimal number of lags, it emerges that the probability of selecting each of the models with $k > k_0$ is close to the theoretical significance level that is set to 1%, thus signaling a good finite-sample approximation of the asymptotic $\chi^2(p^2)$ distribution. Moreover, the probability associated to the selection of model $\mathcal{H}_{p,k_0}$, when the true model is $\mathcal{H}_{1,k_0}$, is 1.4% in both cases, that is again close to the theoretical significance level of $a = 1\%$. The results for different setups for the DGP are reported in the supplementary material and they all confirm this evidence. Notably, the contour plots in Figure 11 show that the distribution of $\hat{d}_{r^*,k^*}$ and $\hat{b}_{r^*,k^*}$ is unimodal and centered around the true values in all cases. Finally, Table 3 compares the selection frequencies based on the constrained log-likelihood approach (left panel) and those obtained when estimating unrestrictedly (right panel). Again, imposing the constraint $d > \delta_{\text{min}}$ leads to the a selection frequency of
the true model that is in line with the size of each individual sets (again we set $a = 1\%$). Instead, the true model (with $r_0 = 0$ and $k_0 = 1$) is never selected when relying on the unrestricted estimator, but, in line with Theorem 2, the model with full rank and $k_0 - 1 = 0$ lags is selected most of the times.

![Contour plots](image)

Figure 11: The figure reports the contour plot of $M = 1,000$ Monte Carlo estimates of the parameters $d$ (x-axis) and $b$ (y-axis) when a sample of $T = 2,500$ observations is generated by a FCVAR$_{d,b}$ model with $k_0 = 0$ (left) and $k_0 = 1$ (right), $d_0 = 1$, $b_0 = 0.8$ and the cointegration vectors given by $\beta_0 = [1, -1]'$ and $\alpha_0 = [-0.5, 0.5]'$. The estimates are associated to the optimal selected model, $H_{r^*, k^*}$.

<table>
<thead>
<tr>
<th>$H_{0,0}$</th>
<th>$H_{0,1}$</th>
<th>$H_{0,2}$</th>
<th>$H_{0,3}$</th>
<th>$H_{0,4}$</th>
<th>$H_{0,0}$</th>
<th>$H_{0,1}$</th>
<th>$H_{0,2}$</th>
<th>$H_{0,3}$</th>
<th>$H_{0,4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>91.9</td>
<td>1.1</td>
<td>1.8</td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{1,0}$</td>
<td>$H_{1,1}$</td>
<td>$H_{1,2}$</td>
<td>$H_{1,3}$</td>
<td>$H_{1,4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.3</td>
<td>0.2</td>
<td>0</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{2,0}$</td>
<td>$H_{2,1}$</td>
<td>$H_{2,2}$</td>
<td>$H_{2,3}$</td>
<td>$H_{2,4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.2</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: The two tables report the percentage of selected models when the DGP is a FCVAR$_{d,b_0}$ model with $k_0 = 1$ lags, $r_0 = 0$ cointegrating rank and fractional parameters $d_0 = 0.8$ $b_0 = 0.4$. The results are based on $M = 1,000$ Monte Carlo simulations and $T = 2,500$ observations. The sequence of LR test is performed with a theoretical significance level of $a = 1\%$ for both the selection of the cointegration rank and the optimal number of lags. The estimations of $d$ and $b$ are carried out under the restriction $d > \delta_{\min}$ with $\delta_{\min} = \tilde{d} - c \cdot \tilde{d}$, with $c = 0.15$ on the left panel and unrestrictedly on the right panel.
5 Conclusion

This paper discusses in detail the identification problems that affect the FCVAR\(_{d,b}\) model of Johansen (2008). The main finding is that the fractional parameters of the system cannot be uniquely determined when the lag structure is over-specified. In particular, the multiplicity of equivalent sub-models is provided in closed form given \(k\) and \(k_0\). It is also shown that a necessary and sufficient condition for the identification is that the \(\mathcal{F}(d)\) condition, i.e. \(|\alpha'_\perp\Gamma\beta_\perp| \neq 0\), is fulfilled. A simulation study highlights the practical problem of multiple humps in the expected profile log-likelihood function as a consequence of the identification problem and the over-specification of the lag structure. Furthermore, the simulations reveal a problem of weak identification, characterized by the presence of local and global maxima of the profile likelihood function in finite samples. We also prove that it is sufficient to restrict \(d\) to \(d_0\) to solve the identification problem. However, since \(d_0\) is unknown, we impose a lower-bound restriction on \(d\), where the lower bound is determined on the basis of a preliminary semiparametric estimate of \(d_0\). This imposes the mildest restriction on the parameter space of the FCVAR\(_{d,b}\) model. The Monte Carlo simulations show that the restricted estimates of the model parameters are unimodal and centered around the true values in most cases. It is also proved that model \(\mathcal{H}_{0,k}\) is equivalent to model \(\mathcal{H}_{p,k-1}\) under certain conditions on \(d\) and \(b\). Unfortunately, the \(\mathcal{F}(d)\) condition does not provide any information for the identification in this case, but it is again sufficient to impose a suitable lower bound restriction on the parameter space of \(d\) to solve this identification problem and retrieve a nesting structure of FCVAR\(_{d,b}\) model that allows testing for the unknown lag-length and cointegration rank in the standard general-to-specific fashion.
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