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We present a new integral format for 4-index electron repulsion integrals, in which several strategies like the Resolution-of-the-Identity (RI) approximation and other more general tensor-decomposition techniques are combined with an atomic batching scheme. The 3-index RI integral tensor is divided into sub-tensors defined by atom pairs on which we perform an accelerated decomposition to the canonical product (CP) format. In a first step, the RI integrals are decomposed to a high-rank CP-like format by repeated singular value decompositions followed by a rank reduction, which uses a Tucker decomposition as an intermediate step to lower the prefactor of the algorithm. After decomposing the RI sub-tensors (within the Coulomb metric), they can be reassembled to the full decomposed tensor (RC approach) or the atomic batched format can be maintained (ABC approach). In the first case, the integrals are very similar to the well-known tensor hypercontraction integral format, which gained some attraction in recent years since it allows for quartic scaling implementations of MP2 and some coupled cluster methods. On the MP2 level, the RC and ABC approaches are compared concerning efficiency and storage requirements. Furthermore, the overall accuracy of this approach is assessed. Initial test calculations show a good accuracy and that it is not limited to small systems. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4979571]

I. INTRODUCTION

Quantum chemical methods for calculating the electronic structure of atoms and molecules have become a viable tool in the study of chemical phenomena. They can nowadays be applied to relatively large systems with around hundred atoms, but still most methods suffer from the so-called curse of dimensionality. The computational costs for algebraic operations on tensors emerging from the underlying working equations show a steep scaling with the molecular size and also the storage requirements can quickly become a bottleneck.

For several years, scientists have tried to find approximations that circumvent the curse of dimensionality in order to make calculations on large systems feasible. From a mathematical point of view, many of these attempts can be seen as low-rank tensor approximations. For instance, in the very popular Resolution-of-the-Identity (RI) approximation 1–4 or the closely related Cholesky Decomposition (CD) technique, 5–8 4th-order tensors are factorized into an expression, where only 3rd and 2nd-order tensors appear. This already paves the way for much more efficient implementations. For MP2 speed ups by a factor 100 are realistic when using the RI approximation. Additionally, recent work employs projected atomic orbitals (PAOs), 9,10 orbital specific virtuals (OSVs), 11 and pair natural orbitals (PNOs) 12,13 together with factorizations of the wave function correlation amplitudes for obtaining very efficient algorithms. 14–20

All these approximations are based on physical motivations, but can still be identified as tensor factorizations. Noting this, one has to realize that the field of tensor factorizations is very broad and one might get additional insight by taking a more general mathematical view on it. In a general introduction to tensor decomposition, one usually starts with the work of Hitchcock 21 and the later application of tensor decomposition techniques by Tucker, 22,23 Carroll and Chang, 24 and Harshman 25 in the context of psychometrics. Over the last 10 years, tensor-decomposition techniques made their way into different fields like data mining, 26,27 neuroscience, 28 or signal processing 29 to only mention few areas. Also in the field of quantum chemistry, this more general view became attractive. Recently Benedikt et al. 30,31 studied the use of the Canonical decomposition (CP) in the context of electronic structure theory and Godtliebsen et al. 32,33 studied the use of CP-decomposed tensors in vibrational coupled cluster. Furthermore, Martinez and co-workers established the Tensor hypercontraction (THC) format for the two-electron integrals, which arises if CP-decomposed 3-index integrals in the RI approximation are used. 34–36 The THC format enables a reduction of the scaling of, for example, MP2, MP3, and CC2 to O(N 4), where N is a measure of the system size. In their first publication, Martinez and co-workers obtained the THC format by performing a CP decomposition of the 3-index integrals in the RI approximation. 34 Due to the high computational cost of this step, they later switched to a grid-based approach and a least-squares procedure giving rise to LS-THC. 35 In Ref. 37, they could show that for a polynomial basis and certain grids, this procedure can be exact, which is not guaranteed for a CP-decomposition-based method in those cases. However, in most quantum chemical methods, a non-polynomial basis is used, and therefore a black-box approach that does not rely on grids
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is desirable. In this paper, we present an alternative approach and keep an alternating-least-squares algorithm for the decomposition of the 3-index integrals to the CP format (CP-ALS), which removes the necessity of preoptimized grids and paves the way for more black-box approaches. We achieve this by not treating the full integral tensor, but sub-tensors defined by atom pairs on which we perform an accelerated CP-ALS procedure. Afterwards one can recombine the decomposed sub-tensors to the full decomposed tensor or stay in an atomic-batched framework and adapt the existing working equations to this format. In this work, we follow both strategies on the MP2 level and compare them with respect to storage requirements and efficiency. After the present manuscript was submitted for publication, an article by Song and Martinez was published on LS-THC-SOS-MP2 which also takes up the idea of an atom-based decomposition and local THC in order to lower the scaling for the formation of the THC factorization (inversion of the THC metric). In contrast to our work, they stay in the LS-THC framework using a grid approach and furthermore they use in their atomic decomposition larger blocks of atom groups.

The paper is structured as follows: First, we will give a short summary of the important tensor factorizations and show different routes towards a THC-like format for two-electron repulsion integrals. For one of these routes, we introduce the atomic batching scheme to make a CP decomposition on the large 3-index integrals feasible. Afterwards we show which ranks we obtain and how accurate and fast our new method is.

II. THEORY

A. Tensors and canonical decomposition

In general, a tensor is the representation of \( d \)-dimensional data, where the number of dimensions is referred to as the order of a tensor. In the context of tensors, the dimensions are also known as ways or modes. A zeroth-order tensor is a scalar, a first-order tensor is a vector, and a second-order tensor is a matrix. Tensors of order three and higher are then referred to as higher order tensors. As scalars, vectors, and matrices, they can be represented as \( d \)-dimensional arrays, where for each set of indices a certain value is stored,

\[
X(i_1, i_2, \ldots, i_d) = \text{value.} \tag{1}
\]

Although this representation is quite intuitive, it has also some disadvantages. Even if the data are sparse, many negligible values have to be stored, where the storage requirements show a steep \( O(n^d) \) scaling with the order \( d \) assuming the same number of entries \( n \) for each mode. Besides the unfavorable storage requirements, the costs for algebraic operations show a steep scaling with increasing dimensionality as well. But one has to not rely on the array-based representation. Many of the mentioned problems can be solved by using the so-called low-rank representations. One of the simplest approaches is the canonical decomposition, which is in the literature also referred to as CANDECOMP and PARAFAC (parallel factors).21,24,25 Using the CP format, a tensor \( X \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_d} \) is factorized into a weighted sum of direct products of vectors representing each mode,

\[
\mathcal{X} = \sum_{r}^{R} \omega_{r} a^{(1)}_{r} \otimes a^{(2)}_{r} \cdots \otimes a^{(d)}_{r} \tag{2}
\]

or showing the indices explicitly

\[
X_{i_1, i_2, \ldots, i_d} = \sum_{r}^{R} \omega_{r} a^{(1)}_{ir} a^{(2)}_{jr} \cdots a^{(d)}_{dr}, \tag{3}
\]

where \( R \) is the rank of the representation. The minimal \( R \), which makes the factorization exact, is known as the rank of the tensor \( \mathcal{X} \).

Without losing generality, we will in the following absorb the weighting factor \( \omega_{r} \) in one of the mode vectors. The storage requirements depend heavily on the rank and scale for a \( d \)-order tensor with lengths \( n_i \) for mode \( i \) with \( R \sum_{i}^{d} n_i \) data elements to be stored. Assuming that all \( n_i \) are the same less data compared to the array-based representation has to be stored, if the rank falls below \( \frac{1}{d} n^{d-1} \). Besides the storage requirements, also many algebraic operations like contractions can be done with a reduced operation count.

For the 2-dimensional case, the singular value decomposition (SVD) offers a clear route to obtain a factorization in the CP format. Unfortunately no unique procedure is known for tensors of arbitrary order \( d \geq 3 \). Most schemes try to fit a tensor in the CP format \( \mathcal{X}(\lambda) \) depending on parameters \( \lambda \) and a given rank \( R \) to the target tensor minimizing the Frobenius norm of the difference tensor,

\[
\min_{\lambda} \| \mathcal{X} - \mathcal{X}(\lambda) \|. \tag{4}
\]

This is often done in an alternating least squares (ALS) fashion: From all mode matrices \( a^{(i)} \), which are the set of vectors for a given mode, only one is optimized at a time while the others are fixed. The minimization then reduces to a least-squares fit problem. If one mode matrix is optimized, the next one will be optimized while the others are fixed. This procedure is repeated until convergence. An algorithm to find the CP decomposition with the lowest possible rank for a given accuracy starts usually with a low rank CP tensor of a given rank (say 1), performs the CP-ALS algorithm, and then increases the rank until the difference norm falls below a given threshold. In an ideal world, this procedure should converge when the fit is 100%, but unfortunately different fits can be arbitrarily close which causes numerical difficulties and the algorithm is slowly convergent and even not guaranteed to converge at all. In the following, this kind of algorithm is referred to as FindBestCPALS algorithm.

B. Tucker decomposition

An alternative representation of a tensor is given by the Tucker decomposition, in which a higher order component analysis is used to decompose the target tensor \( \mathcal{X} \) into a core tensor \( \beta \) transformed by a matrix along each mode.22,23 It was first shown for third-order tensors \( \mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \),

\[
X_{ijk} = \sum_{r_1}^{R_1} \sum_{r_2}^{R_2} \sum_{r_3}^{R_3} \beta_{r_1, r_2, r_3} \beta_{r_1, r_2, r_3} U^{(1)}_{ir_1} U^{(2)}_{jr_2} U^{(3)}_{kr_3}, \tag{5}
\]
but is easily extendable to the \( d \)-order case. If the core tensor is super-diagonal and all ranks are the same \( R_1 = R_2 = R_3 \), the CP format can be seen as a special case of a Tucker decomposition.

The Tucker format does not circumvent the curse of dimensionality since the core tensor is of the same order as the original tensor, but if it can be sufficiently compressed, then it is possible to achieve savings concerning the storage requirements. For a \( d \)-order tensor with lengths \( n_i \) and ranks \( R_i \) for each mode, the storage is given as \( \prod d R_i + \sum d n_i R_i \). Furthermore, algebraic operations can be done much more efficiently if they are performed on the smaller core tensor. This philosophy is, for example, already extensively pursued in the Pair Natural Orbital (PNO) representation, which gained a lot of interest in the last years and can be seen as a kind of Tucker decomposition, where the integrals and amplitudes are projected down to a smaller subspace. An attractive feature of the Tucker format is that there are pure algebraic decomposition algorithms available based on higher order SVD (HOSVD), which can be applied in a black box manner and with a guaranteed accuracy.

Besides the CP and Tucker format, also other common factorizations like the hierarchical singular value decomposition of tensors or the tensor train decomposition are present in the literature, but since they are not relevant for our current treatment we limit ourselves to the given description of common tensor decompositions. Nevertheless we will in the following comment on additional factorizations, but in contrast to the already mentioned they are very tailored to quantum chemistry and not well known in other scientific disciplines.

C. RI approximation as a route towards further decompositions

In many QM codes, the so-called Resolution-of-the-identity (RI) approximation is used to accelerate the evaluation and processing of 4-index electron repulsion integrals (ERIs) in MP2 and HF/DFT calculations. This approximation is in principle a tensor decomposition of the 4th-order integral tensor into a sum of products of 2 and 3-index integrals,

\[
(\mu\nu|\kappa\lambda) \approx \sum_{PQ}^{R_P} I_{\mu\nu}^{P} [J]_{PQ}^{-1} J_{\kappa\lambda}^{Q},
\]

where we introduced the following short hand notations for the 2 and 3-index integrals:

\[
I_{\mu\nu}^{P} = (\mu\nu|P) = \int \phi_{\mu}(r_1)\phi_{\nu}(r_2)\frac{1}{r_{12}} \phi_{P}(r_1)dr_1dr_2,
\]

\[
J_{PQ} = (P|Q) = \int \phi_{P}(r_1)\frac{1}{r_{12}} \phi_{Q}(r_2)dr_1dr_2.
\]

For \( J_{PQ} \), the so-called Coulomb metric is used. Alternatively, also the overlap metric

\[
S_{PQ} = (P|Q) = \int \phi_{P}(r_1)\phi_{Q}(r_2)dr_1dr_2
\]

can be used which gives three (in fact two different) choices to express the ERI as

\[
(\mu\nu|\kappa\lambda) \approx \sum_{PQ}^{R_P} (\mu\nu|P)[S]_{PQ}^{-1} J_{\kappa\lambda}^{Q},
\]

\[
(\mu\nu|\kappa\lambda) \approx \sum_{PQ}^{R_P} I_{\mu\nu}^{P} [S]_{PQ}^{-1} (Q\kappa\lambda),
\]

or

\[
(\mu\nu|\kappa\lambda) \approx \sum_{PQ}^{R_P} \sum_{RS}^{R_Q} (\mu\nu|P)[S]_{PQ}^{-1} J_{QR}[S]_{RS}^{-1} (S\kappa\lambda),
\]

where \((\mu\nu|P)\) are three center overlap integrals

\[
(\mu\nu|P) = \int \phi_{\mu}(r_1)\phi_{\nu}(r_2)\phi_{P}(r_1)dr_1.
\]

However from these three choices, in fact, only the last one (Eq. (12)) is viable. The first two integral forms are not symmetric and might cause difficulties due to possible complex eigenvalues. The overlap metric especially in the last form has the advantage that the quantities involved are potentially easier to compute, but from the early work of Dunlap et al. and Vahtras et al. it is known that the errors introduced can be two orders of magnitude larger than compared to the Coulomb metric. Later Manby realized that the Coulomb metric is superior, because using the operator’s own metric is equivalent to a robust resolution-of-the-identity, which guarantees that the error in the energy is quadratic in the error in the fitted density. In principle, this also opens a way to obtain the same accuracy using the overlap metric. In the robust RI approximation, we can write the ERI using the overlap metric as

\[
(\mu\nu|\kappa\lambda) \approx \sum_{PQ}^{R_P} (\mu\nu|P)[S]_{PQ}^{-1} J_{\kappa\lambda}^{Q} + \sum_{PQ}^{R_P} I_{\mu\nu}^{P} [S]_{PQ}^{-1} (Q\kappa\lambda)
\]

\[
\approx \sum_{PQ}^{R_P} \sum_{RS}^{R_Q} (\mu\nu|P)[S]_{PQ}^{-1} J_{QR}[S]_{RS}^{-1} (S\kappa\lambda).
\]

Though this recovers the accuracy of the Coulomb metric, it is computationally the most demanding since it requires the evaluation of all quantities from the Coulomb and overlap metric.

The auxiliary basis is generally 3–4 times larger than the orbital basis. However, it can be reduced in specific cases. Taking up ideas of the natural-orbital expansion and SVD, Kállay introduced a rank-reduction algorithm for the auxiliary basis, which relies on a single adjustable parameter. However, this approach does not lower the scaling and it was shown that especially for highly accurate methods like CCSD(T), only a small compression of the auxiliary basis is possible without significantly affecting the accuracy.

Having the 4-index integrals in a decomposed form enables routes for well-defined further decompositions we want to comment on. If the RI approximation is employed and we obtained a CP decomposed expression for the 3-index integrals (vide infra), it is quite easy to obtain an expression for the 4-index integrals in the CP format itself or to arrive at the THC format, which can be seen as an intermediate step in the conversion to the CP format. To get such an expression, the \([J^{-1}]_{PQ}\) matrix can be casted to a CP-like format by applying a SVD,

\[
[J^{-1}]_{PQ} \approx \sum_{rs}^{R_P} C_{P_{rs}}^{Q_{rs}},
\]

where we absorbed the singular values \(\sigma_{r_1}^{1/2} \) into the vectors, which is indicated by the bar over the singular vectors. Assuming 3-index integrals in CP format,

\[
I_{\mu\nu}^{P} \approx \sum_{r}^{R_P} W_{\mu\nu r}^{(1)} W_{\nu r}^{(2)} W_{\mu r}^{(3)},
\]
the 4-index integrals can be written as
\[
(\mu\nu|\kappa\lambda) \approx (\mu\nu|\kappa\lambda)_{RI} = \sum_{PQ} \sum_{r_1} \sum_{r_2} \sum_{r_3} W_{\mu\nu}^{(1)} W_{\nu\gamma}^{(2)} W_{\gamma\delta}^{(3)} \left( \sum_{r_4} U_{\mu r_1}^I \tilde{V}_{\nu r_2}^J \tilde{U}_{\delta r_3}^K \right) 
\]
(17)
The sums can be rearranged to
\[
(\mu\nu|\kappa\lambda)_{RI} = \sum_{r_1} \sum_{r_2} \sum_{r_3} \sum_{r_4} W_{\mu\nu}^{(1)} \tilde{U}_{\mu r_1}^I \tilde{V}_{\nu r_2}^J \tilde{U}_{\delta r_3}^K 
\]
(18) and a summation over \(P\) and \(Q\) yields
\[
(\mu\nu|\kappa\lambda)_{RI} = \sum_{r_1} \sum_{r_2} \sum_{r_3} \sum_{r_4} P_{r_1 r_2} \cdot Q_{r_2 r_3} \cdot W_{\mu\nu}^{(1)} \tilde{W}_{\nu\gamma}^{(2)} W_{\gamma\delta}^{(3)} W_{\delta\kappa}^{(2)} 
\]
(19) Only \(P_{r_1 r_2}\) and \(Q_{r_2 r_3}\) depend on \(r_4\). If we perform the summation, we introduce a new coefficient matrix, the combination matrix \(M_{r_1 r_2}\), which combines the expansion lengths \(R_1\) and \(R_2\),
\[
(\mu\nu|\kappa\lambda)_{RI} = \sum_{r_1} \sum_{r_2} \sum_{r_3} M_{r_1 r_2} W_{\mu\nu}^{(1)} W_{\nu\gamma}^{(2)} W_{\gamma\delta}^{(3)} W_{\delta\kappa}^{(2)} 
\]
(20) This is quite similar to the THC format, in which the authors,\(^{34}\) a 4-index integral is represented as
\[
(\mu\nu|\kappa\lambda) \approx \sum_{PQ} X_{\mu k}^{P} X_{\nu k}^{Q} Z_{\lambda k}^{PQ} X_{\kappa k}^{Q},
\]
(21) where here the over-bar indicates that \(\bar{P}\) and \(\bar{Q}\) do not refer to the auxiliary basis, but a different (larger) one. \(Z_{PQ}\) is the analogue of the combination matrix and \(X_{\mu k}^{P}\) are the mode matrices from the CP decomposition. In their first derivation, which yielded PF-THC (PARAFAC THC), Hohenstein et al.\(^{34}\) also started from CP-decomposed 3-index integrals, but instead of using the Coulomb metric, they used the overlap metric. In our notation, their Z-Matrix/combination matrix can be expressed as
\[
M_{r_1 r_2} \approx \sum_{PQRS} W_{PR} [S]_{PQ}^{-1} [I]_{QR} [S]_{RS}^{-1} W_{SR2} 
\]
(22) The expression for the combination matrix in later incarnations of THC (for example, LS-THC) differs and also the use of the overlap metric is avoided. Since the Coulomb metric offers a better accuracy,\(^{3}\) we also follow this strategy in our CP-based approach towards a THC-like factorization. The drawback is that using the overlap metric the 3-index integrals should be more sparse and lower ranks for the CP decomposition are more likely. In a follow-up work, we will compare both choices in more detail. In order not to confuse the THC integrals in our work with that of Hohenstein et al.\(^{34}\) in their first paper, we refer this choice as Coulomb-PF-THC or C-PF-THC since we used the Coulomb metric instead of the overlap metric. Furthermore we want to note that the THC format can be seen as an intermediate step to convert the 4-index integrals into the CP format,
\[
(\mu\nu|\kappa\lambda)_{RI} = \sum_{r_1} \sum_{r_2} \sum_{r_3} \sum_{r_4} W_{\mu\nu}^{(1)} W_{\nu\gamma}^{(2)} W_{\gamma\delta}^{(3)} W_{\delta\kappa}^{(2)} 
\]
(23) where the weighting factors again are absorbed into the vectors. For the \(\bar{W}_r\) vectors, the \(W_r\) vectors are simply copied for \(r_1\) or \(r_2\) and one is multiplied with the entries of the combination matrix \(M_{r_1 r_2}\). In THC-like formats, the storage requirements depend heavily on the size of \(M_{r_1 r_2}\) and can be given as \(R_1 \cdot R_2 + 2 \cdot R_1 \cdot N_{bas} + 2 \cdot R_2 \cdot N_{bas}\) or \(R_1 \cdot (R_2 + 1) / 2 \cdot R_1 \cdot N_{bas} + 2 \cdot R_2 \cdot N_{bas}\) if some permutational symmetry is exploited. The requirements scale therefore quadratically with the ranks obtained.

An alternative route towards a CP-like format of 4-index integrals with the aid of the RI approximation is to write the ERI as
\[
(\mu\nu|\kappa\lambda)_{RI} = \sum_{Q} B_{\mu\nu}^{Q} B_{\kappa\lambda}^{Q} 
\]
(24) with the intermediates
\[
B_{\mu\nu}^{Q} = \sum_{P} J_{\mu \nu \kappa \lambda}^{PQ},
\]
(25) where \(J_{\mu \nu \kappa \lambda}^{PQ}\) can be computed as Cholesky decomposition of \(J_{PQ}\). If we are now performing a SVD on the \(B\) intermediate, we obtain
\[
B_{\mu\nu}^{Q} = \sum_{k} \tilde{U}_{\mu k}^{Q} \tilde{V}_{\nu k}^{Q} \tilde{U}_{\kappa k}^{Q} \tilde{V}_{\lambda k}^{Q},
\]
(26) with \(K \leq N_{aux}\) and where the bar indicates that the singular values as \(\sigma^{1/2}\) have been absorbed into the singular vectors. With this the ERI can be cast in the CP format as
\[
(\mu\nu|\kappa\lambda)_{RI} = \sum_{Q} \sum_{k} \tilde{U}_{\mu k}^{Q} \tilde{V}_{\nu k}^{Q} \sum_{k} \tilde{U}_{\kappa k}^{Q} \tilde{V}_{\lambda k}^{Q}
\]
(27) where \(R\) is \(N_{aux} \cdot K^2\). In the best case scenario, \(K\) quickly becomes independent of the system size and then the rank increases linearly with the number of auxiliary functions. In the worst case scenario, \(K\) is equal to the number of basis functions \((N_{bas})\) and the ranks therefore increase cubically with system size. Let us compare these findings to the first shown route, where we expect in the ideal case a quadratic scaling. There we got that the rank equals \(R = R_1 \cdot R_2\), where \(R_1\) and \(R_2\) are the ranks of the 3-index integrals. We know that for 3-order tensors \(X \in \mathbb{R}^{I \times J \times K}\), the (theoretical) maximum rank is bounded by \(min (IJ, IK, JK)\); this leads to an upper bound as
\[
R_1 \leq N_{bas}^2\]
(28) and results in the worst case scenario to a \(O(N^4)\) scaling of the ranks. In the best and worst case scenario, the second route seems therefore to be superior. However a central point of our work is the combination with a batching scheme driven by atom indices, which will be discussed in detail in a subsidiary part. Applying this scheme the argumentation turns exactly the opposite way around as shown later.
1. Comment on the size of the combination matrix

Martinez and co-workers report that the dimension of the combination matrix is a few multiples of the fitting basis and also we observe that it can become quite large compared to the fitting basis (*vide infra*). Of course for an efficient implementation, it should be as small as possible. So naturally the question arises if there are ways to judge the size of the combination matrix. From Equation (22), where we compare the combination matrix with the original PF-THC formalism and Equation (19), it is obvious that the number of non-vanishing singular values of the combination matrix is bound by the size of the fitting basis. The combination matrix is obtained by performing a SVD on the matrix \( J_{PQ} \) and then one index is transferred to a large basis and the transformed singular vectors are again combined. This implies that the combination matrix is in general much larger than it has to be and that it combines expansion lengths, which contain some redundancies. Although this problem is evident, there is no straight forward way to avoid it. This dilemma will be of concern in ongoing research.

D. Casting the 3-index integrals into CP format

For the procedure sketched above, it is necessary to have the 3-index integrals \( I_{PQ} \) in CP format. With the help of SVDs on the sub-matrices \( (Q, \mu) \) defined by the basis function index \( \nu \) as it is sketched in Algorithm 1, there exists a well-defined route to obtaining a high-rank CP representation without fitting the tensor. In spirit it shares some similarities with the rank-reduction algorithm of Kállay for RI integrals in Ref. 43, but our method is performed on blocks of the integral tensor and does not require to substitute the SVD of the 3 index integrals by an eigen decomposition of \( W_{PQ} = \sum_{\nu \mu} B_{\mu}^{P} B_{\nu}^{Q} \). The here presented procedure is quite simple and the error is easily controllable by the threshold for the SVDs \( T_{SVD} \). The disadvantage of the procedure is the high rank, which scales with the number of basis functions \( N_{bas} \). In the worst case scenario, we can expect a rank of \( N_{bas} \cdot N_{bas} \), but for large systems many singular values for the auxiliary AO sub-blocks will be zero. Nevertheless the rank has to be reduced after the RI-SVD decomposition to allow storage savings and efficient implementations. For this purpose we use the algorithm depicted in Algorithm 2, which is our adaption of the C2T/T2C algorithm of Khoromskij and Khoromskaja.

The main idea of the algorithm is to combine the CP format with the Tucker format. A target tensor \( \mathcal{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}} \) is in the CP format

Algorithm 1. Initial casting of 3-index integrals in CP format by SVD guided scheme.

```
for \( \nu = 1, \ldots, N_{bas} \) do
  • Copy Auxiliary-AO blocks for \( \nu \) to \( A_{\nu \mu} \)
  • do a SVD on slice: \( \mathbf{A} = \mathbf{U} \cdot \Sigma \cdot \mathbf{V}^{T} \)
  • Use rows in \( \mathbf{U} \) and columns in \( \mathbf{V}^{T} \) as mode vectors.
  • For the AO index which defines the slices use unit vectors, where the index \( \nu \) is encoded and then absorb the singular value in it.
end for

• Do a rank reduction by the code in 2 or CP-recompression.
```

Algorithm 2. Rank reduction for \( d \) order tensors.

```
Input: High rank tensor \( \mathcal{T}^{CP} \in \mathbb{R}^{x_{1} \times x_{2} \times x_{3} \times x_{4}} \) in CP format
• Calculate truncated SVD of the mode matrices of \( \mathcal{T}^{CP} \):
  \( \mathbf{W}^{(k)} = \mathbf{U}^{(k)} \Sigma^{(k)} \mathbf{V}^{(k)T} \)
  \( \mathbf{U}^{(k)} \in \mathbb{R}^{x_{k} \times R_{k}}, \Sigma^{(k)} \in \mathbb{R}^{R_{k} \times R_{k}} \) and \( \mathbf{V} \in \mathbb{R}^{R_{k} \times R} \)
for \( i = 1, \ldots, n_{\text{maxiter}} \) do
  • Project the mode matrices: \( \mathbf{W} = (\mathbf{U}^{(k)})^{T} \mathbf{W}^{(k)} \in \mathbb{R}^{x_{k} \times R} \)
for \( k = 1, \ldots, d \) do
  • Construct partially projected tensor: \( \mathcal{J}^{(k)} = \sum_{r} R_{\text{high}} \mathbf{W}^{(1)}(1) \mathbf{W}^{(2)}(r) \ldots \mathbf{W}^{(d)}(r) \)
  • Reshape \( \mathcal{J}^{(k)} \) into a matrix \( \mathbf{M} \in \mathbb{R}^{x_{k} \times \prod_{r} R_{r}} \)
  • Calculate truncated SVD of the matrix unfolding:
    \( \mathbf{M} = \mathbf{U}^{(k)} \Sigma^{(k)} \mathbf{V}^{(k)\top} \)
  • Update the subspace: \( \mathbf{U}^{(k)} \leftarrow \mathbf{U}^{(k)} \)
end for

Output: \( \mathcal{T}^{CP} \) with low rank \( R_{\text{low}} \)

\[
X_{n_{1}n_{2}n_{3}} = \sum_{i=1}^{R_{\text{high}}} W_{n_{1}i}^{(1)} W_{n_{2}i}^{(2)} W_{n_{3}i}^{(3)} \quad (29)
\]

is with a HOOI-like procedure converted into the Tucker format

\[
X_{n_{1}n_{2}n_{3}} = \sum_{r_{1}r_{2}r_{3}} \beta_{r_{1}r_{2}r_{3}} \bar{U}_{n_{1}r_{1}}^{(1)} \bar{U}_{n_{2}r_{2}}^{(2)} \bar{U}_{n_{3}r_{3}}^{(3)} \quad (30)
\]

The optimized side matrices \( \bar{U}_{n_{r}} \) are obtained in an ALS manner, which is repeated \( n_{\text{maxiter}} \) times. Initial tests show that a small number of iterations, e.g., 5–10, is sufficient.

After obtaining the tensor in the Tucker format, the core tensor \( \beta \) is decomposed into the CP format

\[
X_{n_{1}n_{2}n_{3}} = \sum_{r_{1}r_{2}r_{3}} \left( \sum_{r} R_{\text{low}} \bar{b}_{r_{1}r_{2}r_{3}}^{(1)} \bar{b}_{r_{1}r_{2}r_{3}}^{(2)} \bar{b}_{r_{1}r_{2}r_{3}}^{(3)} \right) \bar{U}_{n_{1}r_{1}}^{(1)} \bar{U}_{n_{2}r_{2}}^{(2)} \bar{U}_{n_{3}r_{3}}^{(3)} \quad (31)
\]

The rank of the core tensor \( R_{\text{low}} \) equals then the rank of the output vector in the CP format and (hopefully) enabled a reduction.

\[
X_{n_{1}n_{2}n_{3}} = \sum_{r} \sum_{r_{1}} \sum_{r_{2}} \sum_{r_{3}} \bar{b}_{r_{1}r_{2}r_{3}}^{(1)} \bar{U}_{n_{1}r_{1}}^{(1)} \bar{U}_{n_{2}r_{2}}^{(2)} \bar{U}_{n_{3}r_{3}}^{(3)} \quad (32)
\]

\[
X_{n_{1}n_{2}n_{3}} = \sum_{r} \bar{W}_{n_{1}r}^{(1)} \bar{W}_{n_{2}r}^{(2)} \bar{W}_{n_{3}r}^{(3)} \quad (33)
\]

Deviating from the algorithm presented in Refs. 44 and 45, we never construct the core tensor in the array-based format, but keep it in the CP format and apply the CP-ALS algorithm on this quantity. This has the advantage that some computational steps can be done in a more efficient way exploiting the CP format. To distinguish between the standard CP-ALS algorithm, we name this procedure CP-recompression.
E. Atomic-batched build of the 3-index integrals

Performing the rank reduction algorithm or using a conventional FindBestCPALS algorithm to the full set of 3-index integrals is not practical due to the large prefactor of a CP-ALS procedure and was one reason why Martinez and co-workers\textsuperscript{34,35} moved from a CP-ALS algorithm to a grid based approach to obtain the ERIs in the THC format. In their procedure, which is called least-squares tensor hypercontraction (LS-THC), the THC format is generated by a least-squares renormalization of a spatial quadrature over the $r_{ij}^{-2}$ operator.\textsuperscript{35} Although this strategy is quite successful, it also has some disadvantages. One needs for example specialized grids to ensure a certain overall accuracy. In the initial implementation, the grids were mainly tailored towards MP2 and are less accurate in, for example, CCSD calculations because different classes of MO integrals arise in this case. A black box approach to obtain the (C-PF-)THC format without relying on empirical knowledge is clearly favorable.

We therefore follow a different route to make the generation of integrals in the (C-PF-)THC format (and thereby CP format) feasible by modifying the algorithm to obtain the integrals. To lower the prefactor, while accepting a probably larger output rank, we perform the RI-SVD decomposition followed by the rank reduction on sub-blocks of the integral tensor, which are given by all basis functions belonging to a certain atom. This approach is similar to split and merge techniques described in other algorithms to make a CP decomposition feasible on large tensors.\textsuperscript{47} In contrast to the approach in Ref. 47, no sampling/heuristics are required to identify appropriate sub-tensors since these are given by the block structure of the integrals. We also emphasize from the outset that this approach reduces a large task to many smaller tasks being well suited for parallelization. In order not to confuse with the earlier mentioned PF-THC or C-PF-THC and since we also take up equally portions of additional ideas like the C2T/T2C algorithm as well as an atomic batching scheme, we introduce two new and simpler terms: By the RC approach, we mean that the algorithms used to obtain the RC and ABC integral formats only differ in the last step and remain the same for the decomposition steps, but they yield different kinds of working equations (vide infra). Most of the equations presented so far stay valid, but one has to be aware of additional indices referring to atoms A, B, and C. In a loop of atom pairs, we read in blocks associated to a given atom pair

$$I_{\mu \nu \sigma}^Q = (Q|\mu^A \nu^B)$$  \hspace{1cm} (35)
and perform the decomposition

\[ I^{Q,CP}_{\mu_3 \nu_4 \delta} = \sum_{r_{AB}} W^{A(1)}_{\mu_3 r_{AB}} W^{A(2)}_{\nu_4 r_{AB}} W^{A(3)}_{\nu_4 r_{AB}} Q_{r_{AB}} \]  

(36)

with RI-SVD followed by a rank reduction with the C2T/T2C algorithm. We only restrict the basis function of the orbital basis to be centered at the atom pairs. The auxiliary functions are not restricted since the not required contributions will be cut out by the Tucker decomposition. In this scheme, we exploited for each atom pair the permutational symmetry of the AO basis functions \((Q | \mu_3 | \nu_4 | \delta) = (Q | \nu_4 | \mu_3)\) to use our decomposition algorithm for each pair only once. The 4-index integrals can now be assembled for each atom quadruple \(\{A, B, C, D\}\) in a THC-like format

\[
(\mu_3 | \nu_4 | \kappa | \lambda) = \sum_{r_{AB}} \sum_{c_{CD}} M_{ABCD} W^{A(1)}_{\mu_3 r_{AB}} W^{A(2)}_{\nu_4 r_{AB}} \times W^{CD(1)}_{c_{CD}} W^{CD(2)}_{\kappa r_{CD}} .
\]  

(37)

At this point one can stay in the atomic batched framework (ABC) or reassemble the CP decomposed sub-tensors for the 3-index integrals to form the whole integral tensor by summation of the CP sub-tensors (RC). As already mentioned, both strategies shall be followed and compared. To assemble the full 3-index integral tensor, we use the block structure of the AO basis. The obtained mode matrices correspond to sub-blocks of the full AO basis mode matrices with zeroes before or after the sub-block as sketched in Fig. 2. A standard CP-ALS algorithm on the full 3-index integral tensor would scale as \(O(N_{aux} \cdot N_{bas}^2 \cdot R)\), where \(N_{aux}\) is the number of auxiliary functions, \(N_{bas}\) is the number of basis functions, and \(R\) the rank. However, the atomic batching decomposition in combination with the Tucker decomposition reduces this in the asymptotic limit to quadratic scaling costs, \(O(N_{bas}^2 \cdot N_{loc} \cdot (N_{atom}^2 \cdot R_{atom}))\), since due to the Tucker decomposition the core tensor does not increase with system size at some point and therefore the locally assigned auxiliary basis functions \(N_{loc}\) become constant in addition to the rank of the sub-tensor \(R_{atom}\) and the number of basis function at an atom pair \((N_{atom}^2)\), which are constant anyway. Therefore the costs are only determined by the number of performed CP-ALS decompositions, which scale quadratically with the number of atoms.

After introducing the atomic batching, we want to come back to a few issues raised during the discussion so far. We showed two schemes to obtain the CP format of the 3-index integrals and argued that scheme 2 has potentially the benefit of a lower rank. So why do we not use this approach? The answer is that the argumentation turns around if atomic batching is used. If only the basis functions at atom pairs are considered for \(I^Q_{\mu_3 \nu_4 \delta}\), \(B^Q_{\mu_3 \nu_4 \delta}\), we get for scheme 1 in the worst case ranks scaling with \(N_{atom}^2 \cdot (N_{atom}^4)\), where \(N_{atom}\) are the number of basis functions centered at an atom and \(N_{atom}\) the number of atoms. This is likely better than \(N_{atom}^2 \cdot N_{aux} \cdot (N_{atom}^2)^2\) what we get from scheme 2 since the number of auxiliary functions \(N_{aux}\) scales linearly with the system size.

Another issue raised was that we build in the C2T/T2C algorithm the matrix unfolding in the array-based representation and this could easily become a storage bottleneck. Here we note that the atomic batching lifts this problem since only small pieces of the full tensor are considered and the Tucker format efficiently screens out the non-required parts of the auxiliary functions so that the size for the matrix unfolding is small even in the unpacked array-based format.

### 1. Dependence on molecular size

Far distant pairs of atoms, they carry less important information for the energy calculation and therefore need less tight thresholds for the CP-ALS fit \(T_{CP}\) (unit \(E_h\)). After extensive numerical tests, we came up with a simple relation, which chooses \(T_{CP}\) as a function of the distance between the centers of the basis functions. The user selects an initial \(T_{CP}\), which is applied to the diagonal pairs and used to calculate the threshold that is used,

\[
T_{CP}(r_{AB}) = \min \left( T_{CP}^{init} + 0.10 \cdot r_{AB} \cdot T_{CP}^{init} \cdot R_{CP} \cdot 10 \right)
\]

(38)

for all other pairs, where \(r_{AB}\) is the distance between the atomic centers \(A\) and \(B\). In this way, the importance of a pair is better reflected without introducing too large errors.

### F. Laplace transformation

Aiming now at exploring the performance of our approximate scheme in the context of MP2, not only the integrals but also the energy denominator is required to be in the CP or a similar format. One can of course build the array-based energy-denominator tensor and then decompose it with the CP-ALS algorithm, but with means of the Laplace-transformation techniques there exists a route towards a CP-like format for the denominator in a fast black box approach yielding an expansion with only few terms. The idea goes back to Almlöf and Häser, who replaced the energy denominator by an equivalent Laplace-transformed expression, which is then evaluated using numerical quadrature,
\[
\frac{1}{E_a - E_i + \epsilon_b - \epsilon_j} = \Delta_{ij}^{ab} \approx \sum_{z=1}^{n_{lap}} \omega_z \exp(-\tau_z \cdot (E_a - E_i + \epsilon_b - \epsilon_j)).
\]

This has a very similar structure to the CP format and we obtain
\[
\Delta_{ij}^{ab} \approx \sum_{z=1}^{n_{lap}} \omega_z a_{az}^{(1)} a_{iz}^{(2)} a_{bc}^{(3)} a_{jc}^{(4)}.
\]

The number of required Laplace points \(n_{lap}\) is usually quite small 4–8 and does not depend on the molecular size but the range of the orbital energies. To obtain the Laplace factorization of the denominator, we use an algorithm similar to that described in Ref. 48.

**G. Calculation of the MP2 energy**

The MP2 energy expression
\[
E_{MP2} = -\sum_{ab} \sum_{ij} (a|b) [2(ai|bj) - (bi|aj)] \Delta_{ij}^{ab}
\]

The operation count for all steps is shown in Table I.

If we use the atomic batched framework, it is important to note that for a given quadruple, the combination matrix can be split into two matrices which only depend on a pair of atoms,
\[
M^{ABC} = \sum_{PQ} W_{PQR}^{AB} W_{PQR}^{CD} \Omega_{PQR}^{CD}.
\]

If one performs a SVD on \(J_{PQ}^{-1}\) and absorbs \(\sigma^{1/2}\) in the singular vectors, we obtain accordingly
\[
M^{ABC} = \sum_{PQ} \tilde{U}_{PQR}^{AB} \tilde{V}_{PQR}^{CD} \Omega_{PQR}^{CD}.
\]

Plugging this into the Coulomb energy expression gives
\[
E_{MP2-J} = -\sum_{z} \omega_z \sum_{ABCD} \sum_{ijk} \tilde{U}_{iAB}^{ABC} \tilde{V}_{jCD}^{CDE} \Omega_{ijk}^{CDE}.
\]

See Table I for intermediates. Note that there MO indices with atom labels indicate that they only refer to AO transformed with the coefficients at a particular atom,
\[
W_{ij}^{(l)} = \sum_{\mu} C_{\mu\nu}^{(l)} W_{ij}^{(l)}.
\]

With
\[
C_{iL}^{DE} = \sum_{AB} \sum_{ijk} \bar{U}_{iAB}^{ABC} \bar{V}_{jCD}^{CDE} \Omega_{ijk}^{CDE},
\]

and since the right and left singular vectors are identical for symmetric matrices (\(U = V\), we obtain for the energy expression
\[
E_{MP2-J} = -\sum_{z} \omega_z \sum_{CD} \sum_{ijk} \bar{U}_{iCD}^{CD} \bar{V}_{jCDE}^{CDE} \Omega_{ijk}^{CDE}.
\]

After showing the working equations for both routes, it is important to discuss the formal scaling. For that purpose, we will assume for the sake of simplicity that the reassembled rank \(R\) scales linearly with the system size. Then the most time consuming step is the construction of the \(C E_{ij}^{r_{ij}}\) intermediates which scales with \(O(N^3)\). In the atomic batched scheme, the most expensive step is the formation of the intermediates \(C E^{ABC}_{ij}^{r_{ij}}\) and \(C E^{ABCD}_{ij}^{r_{ij}}\) where we contract over the MO indices. Here we have \(O(R^2_{atom} \cdot N_{vir} \cdot n_{lap} \cdot N_{atom}^4)\) scaling of the operation count. \(R_{atom}\) and \(n_{lap}\) are independent of the system size yielding the well-known \(O(N^5)\) scaling for MP2. However we note that the operation count scales with the fourth power of the number of atoms, which is usually a small number. Furthermore in extended systems, it should be possible to neglect atom quadruples, where the centers are far apart and furthermore the ranks for distant atom pairs are...
TABLE I. Summary of intermediates used in the MP2 energy computation for the RC (upper half) and ABC (lower half) approaches. In the ABC approach, atom labels on MO indices are used to make clear that the mode matrices were only multiplied with the MO coefficients for the particular atom. \( R \) refers to the rank, \( N_{\text{atom}} \) to the number of basis functions, \( N_{\text{vir}} \) and \( N_{\text{oct}} \) to active virtual and occupied MOs, and \( n_{\text{lap}} \) to the Laplace points. The subscript atom is used to point out atom-centered quantities and the label \( N_{\text{atom}} \) indicates the number of atoms.

<table>
<thead>
<tr>
<th>Intermediates</th>
<th>Operation count</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W^{(i)}<em>{p \mu} = \sum</em>{\mu} C_{p \mu} W^{(i)}_{\mu} )</td>
<td>( \mathcal{O}(R \cdot N_{\text{bas}} \cdot N_{\mu}) )</td>
</tr>
<tr>
<td>( C_{ABCD}^{\gamma \rho \mu \nu} = \sum_{\rho \mu} W^{(i)}<em>{\rho \nu} W^{(i)}</em>{\mu \nu} )</td>
<td>( \mathcal{O}(R^2 \cdot N_{\text{vir}} \cdot n_{\text{lap}}) )</td>
</tr>
<tr>
<td>( C_{E_{G_{J_{1}}}}^{\gamma \rho \mu \nu} = \sum_{\rho \mu} \alpha_{\rho \mu} W^{(i)}_{\rho \nu} )</td>
<td>( \mathcal{O}(R^2 \cdot N_{\text{oct}} \cdot n_{\text{lap}}) )</td>
</tr>
<tr>
<td>( C_{AH}^{\gamma \rho \mu \nu} )</td>
<td>( \mathcal{O}(R^3 \cdot n_{\text{lap}}) )</td>
</tr>
<tr>
<td>( X_{A}^{(i)} = W^{(i)}<em>{jbr</em>{2}} )</td>
<td>( \mathcal{O}(R \cdot N_{\text{vir}} \cdot N_{\text{oct}}) )</td>
</tr>
<tr>
<td>( X_{B}^{(i)} = M_{jbr_{1}} \cdot X_{A}^{(i)} )</td>
<td>( \mathcal{O}(R^2 \cdot N_{\text{vir}} \cdot N_{\text{oct}} \cdot n_{\text{lap}}) )</td>
</tr>
<tr>
<td>( X_{C}^{(i)} = \sum_{\gamma} \alpha_{\gamma \nu} W^{(i)}<em>{\rho \nu} X</em>{br_{1}} )</td>
<td>( \mathcal{O}(R^2 \cdot N_{\text{oct}} \cdot n_{\text{lap}}) )</td>
</tr>
<tr>
<td>( E_{G_{J_{1}}}^{(i)} = X_{E_{G_{J_{1}}}}^{(i)} \cdot M_{J_{2}}^{(i)} )</td>
<td>( \mathcal{O}(R_{\text{atom}} \cdot N_{\text{atom}} \cdot N_{\text{oct}} \cdot n_{\text{lap}}) )</td>
</tr>
</tbody>
</table>

smaller so that the operation count for such pairs is smaller as well.

Next we take a look at the exchange term and follow for the RC format initially the work by Hohenstein et al.\(^{34}\)

\[
E_{\text{MP2-K}} \approx E_{\text{MP2-K}}^{\text{RC}} = \sum_{r_{1}r_{2}} W^{(1)}_{r_{1}r_{2}} W^{(2)}_{r_{1}r_{2}} W^{(1)}_{r_{2}r_{1}} W^{(2)}_{r_{2}r_{1}} M_{r_{1}r_{2}} \times \sum_{r_{1}r_{2}} W^{(1)}_{br_{1}r_{2}} W^{(2)}_{br_{1}r_{2}} W^{(1)}_{br_{1}r_{2}} W^{(2)}_{br_{1}r_{2}} M_{br_{2}r_{1}} \times \sum_{\gamma \rho} \alpha_{\gamma \rho} \alpha_{\gamma \rho} \alpha_{\gamma \rho} \alpha_{\gamma \rho}.
\]

In a first step, some of the factor matrices are combined

\[
X_{A}^{(i)} = W^{(1)}_{jbr_{2}} W^{(2)}_{jbr_{2}} \quad (57)
\]

and afterwards transformed with the corresponding combination matrix \( M \) to yield

\[
X_{B}^{(i)} = \sum_{r_{2}} M_{r_{1}r_{2}} X_{A}^{(i)} r_{2}.
\]

Now the following intermediates can be calculated

\[
X_{E_{G_{J_{1}}}}^{(i)} = \sum_{\gamma} \alpha_{\gamma \nu} W^{(1)}_{\gamma \nu} B_{jbr_{2}} \quad (59)
\]
In a next step, we contract over the virtual indices,

\[ X G_{\tau_1 \tau_3} = \sum_j a_{iz} W_{ijr}^{(2)} W_{ir_3}^{(2)}, \]  

(60)

\[ X H_{\tau_1 \tau_3} = \sum_j a_{iz}^x E_{jlr}^{(3)} X E_{jlr}^{(3)}, \]  

(61)

The energy expressions become with these intermediates

\[ E_{\text{MP2-K}} \approx E_{\text{MP2-K}}^{\text{ABC}} = \sum_{\text{ABCD}} \sum_{\text{A'B'C'D'}} \sum_{\text{ab}} \sum_{\text{ij}} \sum_{\text{rA'B'}} \sum_{\text{rC'D'}} \sum_{\text{z}} \sum_{\text{d}} W_{\text{AB}(1)}^{(1)} W_{\text{AB}(2)}^{(2)} X \sum_{\text{rA'B'}} \sum_{\text{rC'D'}} \sum_{\text{z}} \sum_{\text{d}} W_{\text{CD}(1)}^{(1)} W_{\text{CD}(2)}^{(2)} M_{\text{ABCD}}^{(1)} M_{\text{ABCD}}^{(2)} \times W_{\text{CD}(1)}^{(1)} W_{\text{CD}(2)}^{(2)} M_{\text{ABCD}}^{(1)} M_{\text{ABCD}}^{(2)} \]

(63)

where again on MO indices it is indicated that it only refers to AO transformed with the coefficients at a particular atom. Then we combine one set of intermediates with a common rank index

\[ X_{\text{A'B'C'D'}} = \sum_{\text{rCD}} W_{\text{CD}(1)}^{(1)} W_{\text{CD}(2)}^{(2)} \]

and plug in the SVD decomposed expression for the combination matrix,

\[ E_{\text{MP2-K}}^{\text{ABC}} = \sum_{\text{ABCD}} \sum_{\text{A'B'C'D'}} \sum_{\text{ab}} \sum_{\text{ij}} \sum_{\text{rA'B'}} \sum_{\text{rC'D'}} \sum_{\text{z}} \sum_{\text{d}} W_{\text{AB}(1)}^{(1)} W_{\text{AB}(2)}^{(2)} X \sum_{\text{rA'B'}} \sum_{\text{rC'D'}} \sum_{\text{z}} \sum_{\text{d}} W_{\text{CD}(1)}^{(1)} W_{\text{CD}(2)}^{(2)} M_{\text{ABCD}}^{(1)} M_{\text{ABCD}}^{(2)} \times \sum_{\text{k2}} \bar{U}_{\text{CD}}^{(1)} M_{\text{ABCD}}^{(1)} \bar{V}_{\text{CD}}^{(1)} \sum_{\text{k2}} \bar{U}_{\text{CD}}^{(2)} M_{\text{ABCD}}^{(2)} \bar{V}_{\text{CD}}^{(2)} \sum_{\text{k2}} \bar{U}_{\text{CD}}^{(3)} M_{\text{ABCD}}^{(3)} \bar{V}_{\text{CD}}^{(3)} \sum_{\text{k2}} \bar{U}_{\text{CD}}^{(4)} M_{\text{ABCD}}^{(4)} \bar{V}_{\text{CD}}^{(4)} \]

(63)

We contract the V intermediates along the rank index,

\[ X_{\text{A'B'C'D'}}^{(1)} = \sum_{\text{rCD}} X_{\text{A'B'C'D'}}^{(1)} \bar{V}_{\text{CD}}^{(1)} \]

(66)

and carry out the summation over CD and C'D',

\[ E_{\text{MP2-K}}^{\text{ABC}} = \sum_{\text{AB}} \sum_{\text{A'B'}} \sum_{\text{ab}} \sum_{\text{ij}} \sum_{\text{rA'B'}} \sum_{\text{rC'D'}} \sum_{\text{z}} \sum_{\text{d}} \sum_{\text{k2}} \bar{U}_{\text{CD}}^{(1)} M_{\text{ABCD}}^{(1)} \bar{V}_{\text{CD}}^{(1)} \sum_{\text{k2}} \bar{U}_{\text{CD}}^{(2)} M_{\text{ABCD}}^{(2)} \bar{V}_{\text{CD}}^{(2)} \sum_{\text{k2}} \bar{U}_{\text{CD}}^{(3)} M_{\text{ABCD}}^{(3)} \bar{V}_{\text{CD}}^{(3)} \sum_{\text{k2}} \bar{U}_{\text{CD}}^{(4)} M_{\text{ABCD}}^{(4)} \bar{V}_{\text{CD}}^{(4)} \]

(63)

In a next step, we contract over the virtual indices,

\[ E_{\text{MP2-K}}^{\text{ABC}} = \sum_{\text{AB}} \sum_{\text{A'B'}} \sum_{\text{ab}} \sum_{\text{ij}} \sum_{\text{rA'B'}} \sum_{\text{rC'D'}} \sum_{\text{z}} \sum_{\text{d}} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(1)} M_{\text{ABCD}}^{(1)} \bar{V}_{\text{CD}}^{(1)} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(2)} M_{\text{ABCD}}^{(2)} \bar{V}_{\text{CD}}^{(2)} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(3)} M_{\text{ABCD}}^{(3)} \bar{V}_{\text{CD}}^{(3)} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(4)} M_{\text{ABCD}}^{(4)} \bar{V}_{\text{CD}}^{(4)} \]

(67)

Afterwards contraction over the k indices and the index i yields

\[ E_{\text{MP2-K}}^{\text{ABC}} = \sum_{\text{AB}} \sum_{\text{A'B'}} \sum_{\text{ab}} \sum_{\text{ij}} \sum_{\text{rA'B'}} \sum_{\text{rC'D'}} \sum_{\text{z}} \sum_{\text{d}} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(1)} M_{\text{ABCD}}^{(1)} \bar{V}_{\text{CD}}^{(1)} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(2)} M_{\text{ABCD}}^{(2)} \bar{V}_{\text{CD}}^{(2)} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(3)} M_{\text{ABCD}}^{(3)} \bar{V}_{\text{CD}}^{(3)} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(4)} M_{\text{ABCD}}^{(4)} \bar{V}_{\text{CD}}^{(4)} \]

(68)

to write the exchange-like energy as

\[ E_{\text{MP2-K}}^{\text{ABC}} = \sum_{\text{AB}} \sum_{\text{A'B'}} \sum_{\text{ab}} \sum_{\text{ij}} \sum_{\text{rA'B'}} \sum_{\text{rC'D'}} \sum_{\text{z}} \sum_{\text{d}} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(1)} M_{\text{ABCD}}^{(1)} \bar{V}_{\text{CD}}^{(1)} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(2)} M_{\text{ABCD}}^{(2)} \bar{V}_{\text{CD}}^{(2)} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(3)} M_{\text{ABCD}}^{(3)} \bar{V}_{\text{CD}}^{(3)} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(4)} M_{\text{ABCD}}^{(4)} \bar{V}_{\text{CD}}^{(4)} \]

(69)

Like for the Coulomb-like contribution, it is important to discuss the operation count. Using the RC format, the \( X_{\text{A'B'C'D'}}^{(1)} \) intermediate shows the steepest scaling with \( \mathcal{O}(N^4) \) assuming that \( R \) scales linearly with the system size, which is in reality not completely fulfilled (vide infra). Exploiting the ABC format, the most time consuming intermediate is the \( X_{\text{A'B'C'D'}}^{(4)} \) intermediate, where a formal operation

\[ E_{\text{MP2-K}}^{\text{ABC}} = \sum_{\text{AB}} \sum_{\text{A'B'}} \sum_{\text{ab}} \sum_{\text{ij}} \sum_{\text{rA'B'}} \sum_{\text{rC'D'}} \sum_{\text{z}} \sum_{\text{d}} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(1)} M_{\text{ABCD}}^{(1)} \bar{V}_{\text{CD}}^{(1)} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(2)} M_{\text{ABCD}}^{(2)} \bar{V}_{\text{CD}}^{(2)} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(3)} M_{\text{ABCD}}^{(3)} \bar{V}_{\text{CD}}^{(3)} \sum_{\text{k1}} \bar{U}_{\text{CD}}^{(4)} M_{\text{ABCD}}^{(4)} \bar{V}_{\text{CD}}^{(4)} \]

(67)
count of $O(N^6)$ is required. But as for the Coulomb-like contribution, it contains a $N^4_{\text{atom}}$ part and due to the CP decomposition the operation count for large distant pairs/quadruples is smaller and in the asymptotic limit reduced to $O(N^2)$ giving also the possibility for a $O(N^4)$ scaling evaluation of the exchange-like contribution. Furthermore the formation of the intermediate contains the contraction over an auxiliary index. At the moment this is not restricted, but as the work by different groups concerning local density fitting shows, it should be possible to restrict the fitting domains so that the scaling is further reduced.\textsuperscript{15,46} Often robust density fitting is employed to reduce the error due to the local fitting domains. Recently Merlo\textit{et al.}\textsuperscript{50} showed that robust density fitting does not ensure semi-positive definiteness and that in local schemes this can lead to nonphysical results. In Ref. 50 it was demonstrated how to lift this pitfall by introducing a scheme to add further auxiliary function to the local basis. However, this again can increase the computational costs significantly. Therefore Hollmann\textit{et al.} showed a scheme, where this problem is alleviated by including exact integrals for the matrix elements of the basis functions at semidiagonal atom blocks.\textsuperscript{51} Furthermore it can be accurate enough to use standard density fitting as shown in the work of Ihrig\textit{et al.}\textsuperscript{52} or in a different context by Schmitz\textit{et al.}\textsuperscript{18} Since the main aim of this work is to explore a new integral approximation, but is sufficiently accurate (vide infra) and in accordance with the work of Benedikt\textit{et al.},\textsuperscript{30,31} who also studied the usage of low rank tensor decompositions in post-HF methods.

### IV. RESULTS AND DISCUSSION

#### A. Obtained ranks after reassembling

Since we generate the RC representation using an incremental scheme driven by pairs of atoms, one could expect that the total rank after assembling the ranks for each pairs increases at least quadratically with molecular size, since the untruncated pair lists increase quadratically. But it is however possible to truncate the pair lists to solve this issue since in the asymptotic limit the number of non-negligible pairs increases non-quadratically with molecular size. But at the moment, we do not impose an \textit{a priori} restriction to the pair lists. Long distant pairs contain less information and it is therefore more likely that they can be represented using a lower rank. If the decay is fast enough, an \textit{ad hoc} restriction of the pair list is not required since the CP decomposition takes care of this. To investigate this further, we performed calculations on a chain of hydrocarbons in the DZ basis. In Table II the ranks of the RC format and the error due to the decomposition relative to the RI-MP2 reference are given as well as the RI error for comparison (the difference between the MP2 and RI-MP2 energy). Although here solely the RC error is given, it only differs by the ABC error by numerical noise so that all conclusions are transferable. For the calculation, we ensured that the error in the difference norm of the fitted and target tensor is below $10^{-3}$ ($T_{\text{CP}}^{\text{in}} = 10^{-3} E_h$), $5 \cdot 10^{-3}$ ($T_{\text{CP}}^{\text{in}} = 5 \cdot 10^{-3} E_h$), or $10^{-2}$ ($T_{\text{CP}}^{\text{in}} = 10^{-2} E_h$). On the first look, this seems to be quite harsh approximation, but is sufficiently accurate (vide infra) and in accordance with the work of Benedikt\textit{et al.},\textsuperscript{30,31} who also studied the usage of low rank tensor decompositions in post-HF methods.

For $T_{\text{CP}}^{\text{in}} = 10^{-3} E_h$, the RC/ABC error is always below the RI error which indicates that there is no decline in accuracy in comparison to RI-MP2. Also in the case for $T_{\text{CP}}^{\text{in}} = 5 \cdot 10^{-3} E_h$ and $T_{\text{CP}}^{\text{in}} = 10^{-2} E_h$, the RC error is still of comparable size as

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$\Delta R_3 (E_h)$</th>
<th>$\Delta R (E_h)$</th>
<th>$R$</th>
<th>$\Delta R_3 (E_h)$</th>
<th>$R$</th>
<th>$\Delta R (E_h)$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₄</td>
<td>$-4.97 \cdot 10^{-5}$</td>
<td>$-2.03 \cdot 10^{-5}$</td>
<td>893</td>
<td>$-1.34 \cdot 10^{-6}$</td>
<td>762</td>
<td>$-6.16 \cdot 10^{-6}$</td>
<td>685</td>
</tr>
<tr>
<td>C₂H₆</td>
<td>$-7.52 \cdot 10^{-5}$</td>
<td>$-6.09 \cdot 10^{-6}$</td>
<td>2344</td>
<td>$4.75 \cdot 10^{-5}$</td>
<td>1918</td>
<td>$-9.10 \cdot 10^{-5}$</td>
<td>1721</td>
</tr>
<tr>
<td>C₂H₈</td>
<td>$-9.66 \cdot 10^{-5}$</td>
<td>$-3.45 \cdot 10^{-5}$</td>
<td>4245</td>
<td>$3.97 \cdot 10^{-5}$</td>
<td>3406</td>
<td>$8.95 \cdot 10^{-5}$</td>
<td>3015</td>
</tr>
<tr>
<td>C₃H₁₀</td>
<td>$-1.21 \cdot 10^{-4}$</td>
<td>$-2.25 \cdot 10^{-5}$</td>
<td>6376</td>
<td>$3.27 \cdot 10^{-5}$</td>
<td>5115</td>
<td>$2.89 \cdot 10^{-4}$</td>
<td>4520</td>
</tr>
<tr>
<td>C₃H₁₂</td>
<td>$-1.45 \cdot 10^{-4}$</td>
<td>$-1.92 \cdot 10^{-5}$</td>
<td>8486</td>
<td>$1.69 \cdot 10^{-4}$</td>
<td>7056</td>
<td>$5.54 \cdot 10^{-4}$</td>
<td>6367</td>
</tr>
<tr>
<td>C₄H₁₄</td>
<td>$-1.70 \cdot 10^{-4}$</td>
<td>$1.45 \cdot 10^{-5}$</td>
<td>11408</td>
<td>$1.63 \cdot 10^{-4}$</td>
<td>9304</td>
<td>$8.81 \cdot 10^{-4}$</td>
<td>8361</td>
</tr>
<tr>
<td>C₅H₁₆</td>
<td>$-1.95 \cdot 10^{-4}$</td>
<td>$-1.02 \cdot 10^{-5}$</td>
<td>13975</td>
<td>$2.43 \cdot 10^{-4}$</td>
<td>11395</td>
<td>$1.38 \cdot 10^{-3}$</td>
<td>10196</td>
</tr>
<tr>
<td>C₆H₁₈</td>
<td>$-2.20 \cdot 10^{-4}$</td>
<td>$-1.02 \cdot 10^{-5}$</td>
<td>16789</td>
<td>$4.41 \cdot 10^{-4}$</td>
<td>13787</td>
<td>$1.35 \cdot 10^{-3}$</td>
<td>12532</td>
</tr>
<tr>
<td>C₇H₂₀</td>
<td>$-2.45 \cdot 10^{-4}$</td>
<td>$-1.93 \cdot 10^{-6}$</td>
<td>19428</td>
<td>$4.41 \cdot 10^{-4}$</td>
<td>15776</td>
<td>$1.51 \cdot 10^{-3}$</td>
<td>14607</td>
</tr>
<tr>
<td>C₈H₃₀</td>
<td>$-2.70 \cdot 10^{-4}$</td>
<td>$3.28 \cdot 10^{-6}$</td>
<td>23072</td>
<td>$4.66 \cdot 10^{-4}$</td>
<td>18117</td>
<td>$1.90 \cdot 10^{-3}$</td>
<td>15852</td>
</tr>
</tbody>
</table>
the RI error and still allows sub-millihartree accuracy. As observed in several THC implementations, e.g., Ref. 34, the RI error is in most cases of opposite sign as the RC error which might cause some error cancellation. The ranks in our initial implementation are still large but further analysis shows that the ranks increase only as \( n_{\text{carb}}^{1.412} \), \( n_{\text{carb}}^{1.392} \), and \( n_{\text{carb}}^{1.395} \) for \( T_{\text{CP}}^m = 10^{-3} E_b \), \( T_{\text{CP}}^m = 5 \cdot 10^{-3} E_b \), and \( T_{\text{CP}}^m = 10^{-2} E_b \), respectively. Since the powers are very close, one can conclude that the scaling does not differ much for different thresholds. Only if larger systems are considered, since then more and more atom pairs will be screened out completely. So far this is observed starting from \( \text{C}_6\text{H}_{14} \), where depending on the threshold one or two pairs are discarded. For \( \text{C}_{10}\text{H}_{20} \) then 15 pairs with the loose threshold are cut out and 10 with the tight one. We note that the RC and ABC format might give rise to small and no bottlenecks concerning storage or operation count.

The large ranks are only a problem for the RC format. If the ABC format is used, the ranks for all pairs are sufficiently small and no bottlenecks concerning storage or operation count emerge.

1. Rank prediction

In our initial implementation, we started each tensor fitting with a rank-1 tensor and then proceeded with a FindBestCPALS algorithm, where tensors of larger and larger ranks are fitted to the target tensor. To accelerate this procedure by reducing the number of required rank increments, we searched for a way to predict the final rank based on some easy to calculate quantities. Using a small test containing the alkane chains in the DZ basis and additionally the first five dimers in the S66 set in the aDZ basis, we studied the dependence with a simple model. The final rank \( R \) of a sub-block should be proportional to the information the tensor contains, which is in our case the number of electrons \( n_{\text{el}} \) and the size of the target tensor, e.g., the number of basis functions \( n_{\text{bas}} \). The number of electrons was in a first version left out, but helped to enhance the correlation a bit. Additionally the rank should be anti-proportional to the interatomic distance \( r_{AB} \). Combing these quantities yields the simple relation

\[
R \propto \frac{\left( n_{\text{el}}^A + n_{\text{el}}^B \right) \cdot n_{\text{bas}}^A n_{\text{bas}}^B}{r_{AB}}, \tag{72}
\]

For the diagonal pairs \( A = B \), a slightly different model due to a singularity at \( r_{AB} = 0 \) has to be used,

\[
R \propto n_{\text{el}}^A \cdot \left( n_{\text{bas}}^A \right)^2, \tag{73}
\]

To test how well the predictions perform, they are plotted for the test set in Fig. 3 against the final rank. A correlation is clearly observable. However the correlation for the diagonal pairs is a bit more systematic. Moreover the plot reveals that a sub-tensor belonging to a diagonal pair can be compressed further than a sub-tensor of comparable size belonging to a non-diagonal pair. One can argue that in the diagonal case, less information is contained in the tensor and the clearer trend indicates that the structure of the tensor enables an easier fitting.

In the diagonal case, the 3-index integral describes the Coulomb interaction of the basis functions at one center with the auxiliary functions, which is likely easier to describe than the interaction of two centers with auxiliary functions.

For the non-diagonal pairs, the distribution can be quite broad, but the correlation is good enough to enhance the FindBestCPALS algorithm by predicting a better starting rank. The effect of this enhanced prediction shall be illustrated with Table III, where for the first 5 dimers in the S66 set, the total number of CP-ALS iterations is shown using the aDZ basis. With exception of the Water-MeOH dimer, the number of iterations could be significantly reduced especially for the larger complexes 04 and 05, which directly leads to a more efficient implementation. In both cases, we used random start guesses for the mode matrices and increased the initial rank by a rank increment of one, if the error was still too large. For the rank increment, we fitted the rank-1 tensor to the difference between the target tensor and the current representation and used the current rank + rank increment as guess for a new representation.

![FIG. 3. Dependence of the ranks to the functions in Eqs. (72) and (73).](image-url)}
B. Distribution of the SVD thresholds

Since the SVD thresholds for the conversion of the CP to
the Tucker format are selected by an error bound, it is interest-
ing to take a look at the distribution of the chosen thresholds.
Figure 4 shows a distribution of the automatically selected
thresholds for the C2T/T2C algorithm when a maximal error
of $10^{-5}$ in the norm is allowed. Mostly values for $T_{SVD}$ around
$10 \cdot T_{err}$ are selected, but the histograms also reveal that there
are cases where $T_{SVD}$ must be selected substantially smaller
(close to numerical zero). Thus it is evident that the error bound
based selection is the preferred choice for the algorithm since
otherwise there is a danger to neglect important parts of the
target tensor.

C. Accuracy

To assess the accuracy of our method, we carried out
calculations on the S22 sub-set and the larger S66 super-set
for weak intermolecular interactions (Ref. 62) and calculated
errors relative to MP2 results (without RI approximation). For
that purpose, we took a look at the uncorrected and counter-
poise corrected energies in the DZ, TZ, and aDZ basis varying
the threshold for the decomposition $T_{CP}^{in}$. For the calculations,
a threshold of $T_{CP}^{in} = 10^{-3} E_h$ and $T_{CP}^{in} = 10^{-4} E_h$ was used.

Already for small test cases, it turned out that $T_{CP}^{in} = 10^{-2} E_h$
is too loose for the diffuse aDZ basis, although the results for
the alkane chains using the DZ basis did not fully indicate this.
The overall statistic is depicted in Table IV and in the
supplementary material a more detailed overview can be
found. For the non-diffuse DZ and TZ basis, the errors for the
not counterpoise corrected energies are typical below 1 kJ/mol
for both thresholds. For $T_{CP}^{in} = 10^{-4} E_h$, it is mostly below
0.1 kJ/mol and therefore insignificant. We note that for the not
diffuse DZ and TZ basis $T_{CP}^{in} = 10^{-3} E_h$ is sufficiently accurate,
but this is not the case for the diffuse aDZ basis set. Here at least
$T_{CP}^{in} = 10^{-4} E_h$ is required, but then the results are in most
cases nearly spot on. However for dimers 17 and 22, the errors
for the counterpoise corrected energies are then still above
0.1 kJ/mol for this basis.

From the sign of the mean error (MEAN), it can be seen
that due to the ABC error in most cases the binding energy is
a bit underestimated for the calculations without counterpoise
correction and a bit overestimated when using a counterpoise
correction. For the RI error this behavior is less evident, but
since it is roughly 1–2 orders of magnitude smaller than the
ABC error, it is also nearly meaningless to give a general
conclusion on the sign since we are clearly below the intrinsic
accuracy of MP2.

FIG. 4. Distribution of the selected $T_{SVD}$ for the dimers 02, 03, 04, and 05 from the S66 set in the aDZ basis.
TABLE IV. RI- and ABC-error statistics in kJ/mol for the different basis sets and thresholds \( T^m_{\text{CP}} \) for interaction energies with and without counterpoise correction for the S22 set. If data for the S66 super-set are available, the values are given in parentheses.

<table>
<thead>
<tr>
<th>( \Delta )</th>
<th>MEAN</th>
<th>MAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta_{\text{RI}}/\text{DZ} )</td>
<td>0.012 (0.008)</td>
<td>0.012 (0.017)</td>
</tr>
<tr>
<td>( \Delta_{\text{ABC}}/\text{DZ} )</td>
<td>0.008 (0.079)</td>
<td>0.112 (0.246)</td>
</tr>
<tr>
<td>( \Delta_{\text{corr}}/\text{DZ} )</td>
<td>0.003 (0.071)</td>
<td>0.102 (0.128)</td>
</tr>
<tr>
<td>( \Delta_{\text{RI}}/\text{aDZ} )</td>
<td>0.693</td>
<td>1.160</td>
</tr>
<tr>
<td>( \Delta_{\text{ABC}}/\text{aDZ} )</td>
<td>0.079</td>
<td>0.082</td>
</tr>
<tr>
<td>( \Delta_{\text{corr}}/\text{aDZ} )</td>
<td>0.000</td>
<td>0.006</td>
</tr>
<tr>
<td>( \Delta_{\text{RI}}/\text{TZ} )</td>
<td>-0.693</td>
<td>1.160</td>
</tr>
<tr>
<td>( \Delta_{\text{ABC}}/\text{TZ} )</td>
<td>-0.079</td>
<td>0.082</td>
</tr>
<tr>
<td>( \Delta_{\text{corr}}/\text{TZ} )</td>
<td>0.000</td>
<td>0.006</td>
</tr>
</tbody>
</table>

For the TZ and aDZ basis, only results for the smaller S22 sub-set are presented, but from the results for the DZ basis, one can conclude that the mean absolute deviations might increase by a factor of two if the larger test set is considered. The increase is still in an acceptable range. Since the larger test set also includes several larger dimers and the energy is an extensive property, this behavior is not unexpected. Also for the RI error we see an increase, although it is less strong.

For the not counterpoise corrected interactions energies, the mean absolute error (MAD) goes in all cases down when the CP threshold is tightened, although the effect might not be strong. For the counterpoise corrected energies, this does not hold in all cases. Here the looser threshold profits from some error cancellation, which is lost for the tighter threshold and a further improvement is then only possible by further tightening the CP threshold.

D. Potential-energy surfaces

A further important point to address is whether the ABC framework enables smooth potential surfaces and how tight the CP threshold has to be chosen to ensure it. In order to investigate this further, the distance from the equilibrium structure of the water–water dimer was continuously increased. Figure 5 shows the energy curves for the DZ, TZ, and QZ basis for

For the TZ and aDZ basis, only results for the smaller S22 sub-set are presented, but from the results for the DZ basis, one can conclude that the mean absolute deviations might increase by a factor of two if the larger test set is considered. The increase is still in an acceptable range. Since the larger test set also includes several larger dimers and the energy is an extensive property, this behavior is not unexpected. Also for the RI error we see an increase, although it is less strong.

For the not counterpoise corrected interactions energies, the mean absolute error (MAD) goes in all cases down when the CP threshold is tightened, although the effect might not be strong. For the counterpoise corrected energies, this does not hold in all cases. Here the looser threshold profits from some error cancellation, which is lost for the tighter threshold and a further improvement is then only possible by further tightening the CP threshold.

FIG. 5. Energy of the water–water dimer depending on the distance of the monomers for different basis sets and \( T^m_{\text{CP}} \) thresholds. Additionally the energy difference relative to the RI-MP2 curve is plotted.
RI-MP2 and ABC-MP2 for different $T^\text{in}_{\text{CP}}$ thresholds. Interestingly the very close agreement for the TZ basis. Here the dependence on the threshold is less strong. However for the DZ and QZ bases, using $T^\text{in}_{\text{CP}} = 10^{-2} E_h$ leads to small kinks in the curves. In general, the agreement is better for short distances. For longer distances, the RI-MP2 and ABC-MP2 curves separate more. For the DZ basis, the ABC-MP2 energy is slightly above the RI-MP2 one and for the QZ basis below. Besides this, look at total energy curves, it is interesting to examine the geometric dependence on the energy difference between RI-MP2 and ABC-MP2. It is depicted in Figure 5(d). In this plot, kinks are more evident and can also be observed for smaller thresholds than $T^\text{in}_{\text{CP}} = 10^{-3} E_h$. Again for the TZ basis, the curve is quite smooth. For the DZ and QZ bases, the curves are a bit less smooth but improve strongly when the CP threshold is set tighter. In conclusion, a bumpy behavior is found to the extent that the thresholds are not tight enough, as the thresholds are tightened, the curves becomes smoother and follows the reference closer.

E. Storage savings

One point we did not investigate so far, but which is of crucial importance is the storage requirements compared to the conventional 4-index integrals. For that purpose we take again a look at the calculation for the alkane chains, but now using the DZ as well as the TZ basis and the CP threshold $T^\text{in}_{\text{CP}} = 10^{-3} E_h$. To compare the storage we use the 8-fold symmetry of the AO integrals in the conventional case. For RC we exploit that the combination matrix can be stored in packed format, which is required in combination with the mode matrices for the AO indices of the 3-index integrals to represent the 4-index integrals. In contrast, we do not need the combination matrix in the ABC format. Here we can calculate the needed sub-blocks on the fly via the mode matrix for the auxiliary index and the SVD of $J_{PQ}^{-1}$, both of which we do not need to store in the RC case. In our current implementation, we store for the ABC as well as the RC format the AO mode matrices as the patched mode matrices of the full tensor. This implies that for ABC we store unused zeros, but for the initial implementation which is meant to compare RC and ABC a common storage scheme for the mode matrices is more convenient. Nevertheless this implies that minor further savings are possible, but not exploited.

Table V lists the storage requirements in megabytes (MB) for the three cases for increasingly larger alkane chains. For the RC format the picture is a bit mixed. Here for the TZ basis in all cases a reduction of over 90% is reduced. In fact we observe for each molecule a reduction. For the small DZ basis the savings are with 10%–50% still moderate but for the TZ basis between 40% and 80% are possible.

Turning the look at the ABC format the picture becomes much clearer. Since in this case the storage of the combination matrix is avoided (on disk as well as in memory) by replacing it with the mode matrices for the auxiliary index and the SVD of $J_{PQ}^{-1}$, the overall storage requirements are significantly reduced. In fact we observe for each molecule a reduction. For the small DZ basis the savings are with 10%–50% still moderate but for the TZ basis in all cases a reduction of over 90% can be observed. The low storage requirements are obviously a major advantage of the ABC format. For example, the C$_6$H$_{14}$ integrals in the TZ basis take less space than the DZ integrals in either AO or RC format.

F. Timings

After considering the accuracy and the dependence of the accumulated ranks with molecular size, it is important to take a deeper look at the computational efficiency. At the moment only the ABC and RC approaches shall be compared with each other. A comparison with efficient and tuned RI-MP2 implementations is at the moment not of interest since the CP decomposition alone is for most systems more costly and the code is not tuned for absolute speed yet. Although the decomposition has due to the atomic batching a formal $O(N^2)$ scaling, it has a huge prefactor and will dominate. ABC-MP2 can on a single core not compete with RI-MP2, but we see a potential for parallelization and in particular we want to apply this

\begin{table}[h]
\centering
\caption{Storage requirements in megabytes (MB) for the packed AO integrals and the ABC format using different basis sets and a CP threshold of $T^\text{in}_{\text{CP}} = 10^{-3} E_h$.}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
 & AO & & RC & & ABC & \\
 & DZ & TZ & DZ & TZ & DZ & TZ \\
\hline
C$_3$H$_8$ & 43 & 1588 & 74 & 1257 & 10 & 67 \\
C$_4$H$_{10}$ & 120 & 4358 & 165 & 2615 & 19 & 125 \\
C$_5$H$_{12}$ & 272 & 9752 & 316 & 4703 & 32 & 206 \\
C$_6$H$_{14}$ & 536 & 19061 & 523 & 7670 & 49 & 311 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Fitted power laws for the wall time (s) for the 3 major contributions as obtained in the calculations for the RC and ABC approaches.}
\begin{tabular}{|c|c|c|
\hline
 & CP & E(J) \\
\hline
RC & $10^{2.69} N_{\text{bas}}^{1.37}$ & $10^{0.29} N_{\text{bas}}^{1.15}$ & $10^{0.55} N_{\text{bas}}^{1.00}$ \\
ABC & $10^{2.69} N_{\text{bas}}^{1.37}$ & $10^{0.03} N_{\text{bas}}^{1.94}$ & $10^{-0.02} N_{\text{bas}}^{1.61}$ \\
\hline
\end{tabular}
\end{table}

basis not for the given system sizes. But this likely only holds for the current studied system sizes, which are not that large. Going beyond C$_6$H$_{14}$ also savings in the DZ basis are possible. Nevertheless for molecules like C$_8$H$_{12}$ and C$_{10}$H$_{14}$ savings in the TZ basis between 40% and 80% are possible.
approach to higher correlated levels of theory in the future. For the analysis, the Wall time of the ABC-MP2 and RC-MP2 calculation on alkane chains in the aDZ basis shall be analyzed. In Fig. 6 they are plotted on a double logarithmic plot. To extract the scaling we fitted the data to a power law of the form $10^A \times N^B$. The fitted expressions are listed in Table VI. In this plot, the total Wall time, the time for the CP decomposition, and the energy calculation are shown. For small molecules the CP decomposition dominates, but around $C_6H_{14}$ the calculation of the energy takes over. It is evident from the plot that the energy calculation has a much steeper scaling than the decomposition step, which shows an effective scaling of $O(N^{1.37})$. For RC-J and ABC-J, respectively, an effective scaling of $O(N^{4.15})$ and $O(N^{3.94})$ is observed, while for RC-K and ABC-K, the scaling is $O(N^{4.08})$ and $O(N^{4.60})$. Although for ABC-MP2 we can expect at worst a $O(N^6)$ scaling, it shows a smaller effective scaling. For distant pairs a smaller rank is obtained and therefore the operation count for distant pairs is reduced, which leads to the effective sub-$O(N^5)$ scaling.

Exploiting the ABC format the Coulomb-like contribution can be evaluated much faster than in the RC format. The current algorithm design is in principle flexible enough to switch between RC and ABC representations in one run in order to use the most efficient approach for each contribution. As previously mentioned, the ABC implementation can also be improved in several ways.

Complementary to these findings, Figure 7 shows pie charts with the percentage of the total Wall time spent on the CP decomposition, the energy calculation, and the remaining steps for some dimers from the S66 set in the aDZ basis. Besides dimer 04 in all cases, the CP decomposition and therefore the generation of the ABC format still dominate, but it is evident that the energy calculation and especially the evaluation of the exchange-like contribution take over for larger systems. Furthermore it shows that no other steps besides the CP decomposition and the energy calculation take significant time.

V. OUTLOOK AND CONCLUSION

We demonstrated a new integral format for two-electron integrals which combines several techniques like the RI approximation and CP and Tucker tensor decompositions with an atomic batching scheme. The format has strong similarities to the THC format, but no grids and therefore less empirical knowledge is required to perform the needed CP decomposition in a feasible amount of time. This is achieved by constructing the decomposed integrals in a batched way, where the full integral tensor is split up into small sub-tensors, which are decomposed by an accelerated CP-ALS algorithm. Having the integrals already in the CP format enables the use of a recompression CP-ALS algorithm, which exploits the computational savings due to the CP format. The recompression algorithm is additionally enhanced by using a Tucker...
decomposition as an intermediate step. The tensor is converted to the Tucker format and the recompression algorithm is applied to the smaller core tensor, where the core tensor is still in CP format. Afterwards the sub-tensors can be reassembled to the full set and form the RC format, where we use the extension R to point out that the sub-tensors are reassembled and the C to indicate that the Coulomb metric for the 3-index integrals was used. A second alternative is to not reassemble the sub-tensors, but to stay in the atomic batched format given rise to the ABC format. The storage requirements in the ABC format are significantly reduced in comparison to the conventional storage of AO integrals and also the RC format. Even for small molecules, the ABC integrals allow a reduction of over 90% in the TZ basis. If an atomic batching scheme is used in a reformulation of the MP2 equations, this gives rise to a potentially $O(N^5)$ scaling algorithm while in RC at most $O(N^4)$ scaling costs can be expected. On the first look, this seems unfavorable, but this formal scaling contains a quartic scaling with the number of atoms. This is usually a small number and furthermore the CP decomposition of the 3-index integrals per atom pair already reduce formal scaling since for distant pairs lower ranks are obtained. When going to larger systems, some pairs will even be screened out completely. For alkane chains in the aDZ basis, indeed a sub-$O(N^5)$ scaling was observed. Furthermore it is possible to combine the rate determining step with local density fitting techniques to reduce the scaling further and to remove this potential issue.

For model systems it could be shown that the ranks in the reassembled RC format increase only as $N^{1.40}$ with the system size without any a priori truncation of atom-pair lists. The ranks of the sub-tensors show a good dependence on the data they are containing and the distance of the atom pairs, which enabled us to improve the rank prediction and save iterations in the CP-ALS algorithm. Concerning the accuracy, the RC/ABC error for total energies can be set below the RI error so that virtually no loss in accuracy can be expected. For a small test set for weak intermolecular interactions, it was shown that the errors for interaction energies could easily be controlled to be below 1 kJ/mol, but diffuse basis sets need more caution than non-augmented bases.

First profiling shows that only for smaller systems the decomposition to the ABC/RC format is the major time-consuming step, which shows an effective scaling of $O(N^{1.37})$, and for larger systems the energy calculations start to dominate which shows in our test cases for RC an effective scaling of $O(N^{4.15})$ for the Coulomb-like part and $O(N^{4.08})$ for the exchange-like contribution was observed. Exploiting the ABC format the effective scaling for the Coulomb part is $O(N^{3.94})$ and $O(N^{4.61})$ for the exchange part. In ongoing work this part can be accelerated by means of local density-fitting approximations.

The reassembled ranks in the RC format are still quite large, but so far we applied only some modifications to the underlying CP-ALS recompression algorithm. A faster convergence and smaller output ranks may be possible with improved starting guesses. The atomic-batched construction opens here the route to, for instance, pre-tabulate guesses for certain atom types. Nevertheless the large accumulated ranks are not a problem for the ABC format since the ranks per pair are reasonably small. To divide a large problem into lots of smaller pieces might pave the way for efficient parallelization strategies. Since the data per atom pair are quite small no large communication overhead should be expected.

In ongoing research, we want to apply the RC and especially the ABC format to higher-level methods. Furthermore, a deeper comparison between the RC format and a RO format using the overlap metric will be made.

**SUPPLEMENTARY MATERIAL**

See supplementary material for a more detailed overview of the ABC and RI errors evaluated for the S66 set.
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