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We consider harmonic generation from a semiconductor described in the two-band approximation. In particular, the signatures of the Floquet-Bloch states in the low-order harmonic spectra are studied. We find field-strength-dependent shifts of the position of resonant peaks. The shifts are analogous to the ponderomotive shifts in strong-field physics of atoms and molecules. We illustrate this theory by analyzing low-order harmonics generated from hexagonal boron nitride.

DOI: 10.1103/PhysRevA.95.063420

I. INTRODUCTION

When the Hamiltonian for a given quantum-mechanical system is periodic in time, according to the Floquet theorem, quasienergies that form are spaced by the driving photon energy [1]. For systems periodic in space, the eigenstates are the Bloch states; see, e.g., Ref. [2]. When a strong laser field containing many cycles interacts with solids, the combination of the time and the space periodicity leads to formation of Floquet-Bloch (FB) states [3]. In that case the energy bands in solids are dressed by the laser field so that replicas of the bands appear, spaced by the photon energy. Recently, using pump-probe schemes for time- and angle-resolved photoemission spectroscopy these FB states were observed [4] and manipulated [5] on the surface of a topological insulator. Even more theoretical works have investigated the FB states. Several of them focus on graphene and the materials based on graphene—in that context the FB states were investigated for carbon nanotubes [6], for graphene in circularly polarized pulses [7], under intense THz pulses in graphene in the Dirac approximation [8] and the transition from the FB states to the Volkov states has also been considered [9].

Here we consider the signatures of the FB states in semiconductors in the two-band tight-binding approximation. We show that the FB states have a very clear signature in the harmonic responses. Specifically, we identify nonperturbative, field-strength-dependent features (peaks) in the spectra and correlate them to the appearance of the FB states. The dependency of the position of these peaks on the intensity of the pulse, but also of the peaks present in the perturbative responses, is analytically determined for a general semiconductor restricting to the features at the gap. The shifts of the peaks are analogous to the ponderomotive shifts for atoms and molecules known in strong-field physics. We verify the analysis by comparison with the full numerical calculations modeling low-order harmonic responses from hexagonal boron nitride (h-BN), a gapped-graphene-type [10–15] of material [15], similar to MoS2 [16] for which high-order harmonic generation (HHG) spectra have recently been obtained experimentally [17].

The paper is organized as follows: In the next section we present the basic theory for harmonic generation from semiconductors in the two-band tight-binding approximation. In Sec. III we analyze harmonic generation from a two-band system by using the Floquet formalism, and we establish analogies with the FB states in a two-level atom. On the basis of these analogies and by using the effective mass approximation at the gap, we uncover the field-dependent FB shifts of the resonant peaks in the harmonic responses. In Sec. IV we proceed to verify these shifts and the appearance of novel peaks due to FB states by comparing the full calculation with the theory for the first and second harmonic of $\hbar$-BN. The conclusions are given in the last section.

II. THEORY OF INTERACTION OF TWO-BAND SYSTEM WITH LIGHT

For a two-band system the wave function can be written as

$$\psi(r,t) = \sum_{m=c,v} \int_{BZ} a_m(k,t) \psi_{m,k}(r) d^2k, \quad (1)$$

where BZ denotes that the integration is performed over the Brillouin zone, $c$ and $v$ denote the conduction and valence bands, respectively, and

$$\psi_{m,k}(r) = u_{mn}(r) \exp(ik \cdot r) \quad (2)$$

are the Bloch wave functions—eigenfunctions of the field-free Hamiltonian $\hat{H}_0$, i.e., $\hat{H}_0 \psi_{m,k} = E_{m,k} \psi_{m,k}(r)$.

Without loss of generality, for the moment we assume that the two-band system possesses a gap $\Delta$ (Fig. 1), and that in the vicinity of the gap the energy dispersion can be described by using the effective mass approximation, i.e., by approximating the energies of the valence and the conduction band as

$$E_c(k) = E_{c,0} + \frac{\hbar^2 k^2}{2m_c^*}, \quad E_v(k) = E_{v,0} - \frac{\hbar^2 k^2}{2m_h^*}; \quad (3)$$

see Fig. 1. In the above equation, $E_{c,0}$ and $E_{v,0}$ are the energies of the conduction and the valence bands at the gap point $\Delta = E_{c,0} - E_{v,0}$, and $m_c^*$ and $m_h^*$ are the effective masses of the electron and hole, respectively.

When interacting with light, in the length gauge, the Hamiltonian reads $\hat{H}(t) = \hat{H}_0 + e \mathbf{F}(t) \cdot \mathbf{r}$, where $\mathbf{F}(t)$ is the electric field of the laser and $e$ is the norm of the electron charge. The $a_m$ from Eq. (1) satisfy the following equations of motion [18]:

$$\dot{a}_m = \left( -\frac{i}{\hbar} E_m(k) + \frac{e}{\hbar} \mathbf{F}(t) \cdot \nabla_k \right) a_m - i \frac{e}{\hbar} \mathbf{F}(t) \cdot \sum_n \xi_{mn}(k) a_n, \quad (4)$$
The form of the momentum matrix elements is the interband current, while the second integral is the intraband current. The harmonic spectrum is obtained as the Fourier transform of the current: \( \mathcal{J}(\Omega) = \mathcal{F}\{\mathbf{J}(t)\} \). In Sec. IV we consider numerical harmonic spectra based on the formalism of this section.

III. FLOQUET ANALYSIS OF INTERACTION OF TWO-BAND SYSTEM WITH LASER LIGHT

A. Transformation of equations of motion

To make a connection between the laser-semiconductor interaction and the laser-atom interaction, it is beneficial to transform the amplitude equations of motion (4) into the Houston basis [20,21]. Following [20–22], we introduce the transformation

\[ \mathbf{a}_m(\mathbf{k},t) = c_m(\mathbf{k},t)e^{\frac{i}{\hbar} \int_{t-\tau}^{t} \mathbf{A}(t')dt'} \xi_m(\mathbf{k} + \vec{A}(t'))dt', \]

where \( m \in (c,v) \). In the above equation, we introduced the shifted wave vector

\[ K = \mathbf{k} - \frac{e}{\hbar} \mathbf{A}(t). \]

The equations of motion (4) are best transformed under the influence of laser light. The above transform, Eqs. (7) and (8), are solved with the initial conditions

\[ \rho_{cc}(\mathbf{k},-\infty) = 0 \] and \( n(\mathbf{k},-\infty) = f_c(\mathbf{k},T) - f_c(\mathbf{k},T). \]

The current is given by

\[ \mathbf{J}(t) = -\frac{e}{\hbar^2 m_v} \left[ \int d\mathbf{k} [p_{cc}(\mathbf{k}) \rho_{cc}(\mathbf{k},t) + p_{cv}(\mathbf{k}) \rho_{cv}(\mathbf{k},t)] + \int d\mathbf{k} \frac{1}{2} [p_{cc}(\mathbf{k}) - p_{cv}(\mathbf{k})] n(\mathbf{k},t) \right]. \]

The form of the momentum matrix elements \( p_{mn}(\mathbf{k}) \), \( m,n \in (c,v) \), will be discussed in Sec. IV. The first integral in Eq. (10) is the interband current, while the second integral is the intraband current. The harmonic spectrum is obtained as the Fourier transform of the current: \( \mathcal{J}(\Omega) = \mathcal{F}\{\mathbf{J}(t)\} \). In Sec. IV we consider numerical harmonic spectra based on the formalism of this section.
The equations (13) are mathematically identical to the equations of motion (4) from where the density matrix equations (7) and (8), which are used to obtain the harmonic spectra, are constructed. We note that the term $V_k$, present in Eq. (4), is absorbed through the introduction of the shifted wave vector $K$ of Eq. (12) as an argument in Eq. (13). Without such a term, field-dependent phases [Eqs. (14) and (15)] would not appear.

### B. Analogy with two-level system

For a few-level atom interacting with light, HHG spectra have been analyzed by using the Floquet formalism [23–26]. Here, we exploit the similarity between the system described by Eq. (13) at fixed $K$ and the equation for a two-level system (two-level approximation of an atomic system), formally used to analyze eigenenergies of a Floquet Hamiltonian [1].

The equations (13) are periodically dependent on time, and the above system of equations is periodic in time, and the above system of equations is

$$E_{ij} - \hbar \omega = 0 \quad 0 \quad D/2 \quad 0 \quad 0 \quad .$$

With $m = c, v$ denoting the bands and $j = 0, 1, 2, \ldots$ the number of photons. The above does not apply at the points where the eigenenergies of Eq. (17) avoided crossings as a function of the peak field strength, then explicit diagonalization is needed. We label the obtained Floquet states by the pair $(m, j)$.

The interaction of the strong laser field with solids creates FB states—the valence and the conduction bands are dressed by the photon field [3]. As stated in the Introduction, these states were detected experimentally by using an elaborate pump-probe scheme [4,5]. Here we show, by using the analogy with the two-level system, that the FB states have a very clear signature in the harmonic spectra produced by a single laser pulse.

The system of equations (13) can be analyzed by using the methods used in the case of the two-level system (16). The difference is that, to obtain any laser-induced response for a solid—a measurable current or harmonic response—it has to be integrated over $K$. In the analysis, we assume that the dipole matrix elements are maximized and a resonance appears in the harmonic spectra at these photon energies. Therefore, the dynamics of this point dominates the harmonic response. Similarly to Refs. [27,28], we limit the analysis to this point, however, in Sec. IV we compare it with the full numerical solution. Finally, although we will use the Floquet approach to analyze the peaks in the harmonic spectra, we will not use it to solve the dynamics as we obtain the solution numerically on the grid using Eqs. (7) and (8).

### C. Floquet-Bloch shifts

The energy phases are crucial in establishing the analogy between the two-level system [Eq. (16)] and the semiconductor [Eq. (13)]. There is, of course, a difference between the energy phases in Eqs. (13) and (16); that is, between

$$\frac{1}{\hbar}(E_c - E_v) t,$$

which is linear in $t$ and independent of the peak field strength $F_0$, and the field-dependent phase

$$S(K, t) - W(K, t).$$

We exploit the formal similarity between Eqs. (16) and (13) in the sense that the phase (20) in Eq. (13) plays the role of the phase (19) in Eq. (16). Then, to compare directly with the case of the two-level system, by using Floquet analysis we proceed to replace the integrand in the phase of Eq. (20) with its time average $\langle \rangle_t = (1/T_p) \int_{0}^{T_p} dt E(t)$, $T_p = 2\pi/\omega$, i.e.,

$$\frac{1}{\hbar}(E_c(K + \hbar \Delta(t))) \langle t \rangle_t - \frac{1}{\hbar}(E_v(K + \hbar \Delta(t))) \langle t \rangle_t$$

$$+ \hbar \langle \xi_{cc}(K + \hbar \Delta(t)) - \xi_{cc}(K + \hbar \Delta(t)) \rangle_t.$$

$$\frac{1}{\hbar}(E_c(K + \hbar \Delta(t))) - \frac{1}{\hbar}(E_v(K + \hbar \Delta(t))) \langle t \rangle_t$$

$$+ \hbar \langle \xi_{cc}(K + \hbar \Delta(t)) - \xi_{cc}(K + \hbar \Delta(t)) \rangle_t,$$

(21)
where we have used the definitions in Eqs. (14) and (15). From the analysis below it will be evident that this time-averaged phase enters the Floquet matrix in the diagonal matrix elements, just as the energies $E_v$ and $E_c$ enter Eq. (17) for the two-level system.

Next, we expand the phase of Eq. (21) in orders of field strength and retain the first nonzero field-dependent term. The last term in Eq. (21) vanishes in any order of field strength since \( \int_0^T dt \sin(\omega t) \cos^2(\omega t) = 0 \) and, equally, \( \int_0^T dt \cos(\omega t) \sin^2(\omega t) = 0 \). The time average of the terms contained in the first line in Eq. (21) is nonzero. Expanding in first nonzero order of the peak field strength $F_0$, we obtain

\[
\left\langle E_{c,i} \left( K + \frac{e}{\hbar} A(t) \right) \right\rangle \approx E_{c,i}(K) + \Delta E_{c,i},
\]

where

\[
\Delta E_{c,i} = \frac{1}{2} \frac{d^2 E_{c,i}}{d K^2} \frac{e^2}{\hbar^2} (A^2(t))_t,
\]

and where $K_F = K \cdot e_F$ is the component of $K$ along the field direction $e_F$.

As stated above, we limit the analysis to the $K$ corresponding to the gap, so $E_c(K) = E_c$ and $E_v(K) = E_v$. At the gap we assume the effective mass approximation [Eq. (3)], therefore the direction in the derivative (23) does not matter so $d^2 E_c/d K^2 = \hbar^2/m^*_{cv}$ and $d^2 E_v/d K^2 = -\hbar^2/m^*_{cv}$. Hence the first nonvanishing field dependent terms give the shifting of the energy bands by the strong laser field:

\[
\Delta E_c = \frac{e^2}{4m^*_{cv}} F_0^2 \omega^2 \quad \text{and} \quad \Delta E_v = -\frac{e^2}{4m^*_{cv}} F_0^2 \omega^2.
\]

These shifts are illustrated as differences between the full and the dashed curves in Fig. 1. Note that, although from the sketch of the energy bands in Fig. 1 it might look as if for each $K$ the shift is the same, this is not true. In the following we are interested in the shift corresponding to the gap. We note that the shifts are most likely present at other $K$ points where the dipole matrix element does not peak; however, they do not produce any visible resonance in the harmonic spectrum and therefore such shifting cannot be observed.

We denote the total shift of the valence and the conduction band at the gap as the Floquet-Bloch (FB) shift. The explicit expression for the FB shift hence reads

\[
E^{FB}(F_0, \omega) = \frac{e^2}{4\mu} F_0^2 \omega^2,
\]

where $\mu^{-1} = m^*_{cv} + m^*_{cc}$ is the reduced effective mass. Because of the shifts in the valence and the conduction band [Eq. (24)], the Floquet matrix for the system (13) at $K$ corresponding to the gap contains diagonal matrix elements that are shifted with respect to the diagonal matrix elements for atoms (17), i.e., $E_c$ is replaced by

\[
E_{c}^{(t)} = E_c + \Delta E_c,
\]

and $E_v$ is replaced by

\[
E_{v}^{(t)} = E_v + \Delta E_v.
\]

As in the case of the two-level system [Eq. (16)] we label the FB states by the pair $(m, j)$. The approximate eigenenergies of the FB states [Eqs. (26) and (27)] are shifted with respect to the Floquet energies (18) of the two-level system.

Next, for systems for which the Floquet states are defined by the matrix of Eq. (17), the coupling between different states is through an odd number of photons. Hence states $(c, j)$ and $(v, j \pm 2q)$, where $q$ is a positive integer, do not couple and belong to orthogonal spaces, effectively forbidding two-photon transitions between $c$ and $v$ states. For excited atoms and systems for which inversion symmetry with respect to the plane perpendicular to the field is broken there are couplings that lead to the appearance of even-photon resonances. Specializing to the FB states, and considering Eq. (13), two-photon transitions are enabled from the explicit time dependence of the energy phase of Eq. (20) and of the dipole matrix element $\xi_{cv}$ [Eq. (13)]. Assuming an infinite periodic field, in first nonvanishing order of field strength the phase reads

\[
W(K, t) \approx \frac{e}{\hbar} F_0 [\xi_{cv}(K) - \xi_{vc}(K)] \cdot e_F \sin(\omega t).
\]

This term, which is of first order in field strength, indirectly enables two-photon coupling between the valence- and conduction-band Floquet energies. To see that, we rewrite Eq. (13), eliminating $W$ in the phase by the transformation

\[
b^{m}(K, t) = e^{i \int_0^t [\xi_{cc}(K) + \xi_{cv}(K)] dt} b^{m}(K, t),
\]

such that Eq. (13) becomes

\[
h \frac{d b^{m}(K, t)}{dt} = i e^{i \int_0^t [\xi_{cc}(K) + \xi_{cv}(K)] dt} b^{m}(K, t) + \xi^{*}_{cv}(K) b^{c}(K, t) - \xi^{*}_{vc}(K) b^{v}(K, t) + i e^{i \int_0^t [\xi_{cc}(K) + \xi_{cv}(K)] dt} b^{v}(K, t).
\]

The diagonal terms in the system of equations (30) enable one-photon coupling to the Floquet states within the conduction and the valence band, separately. In the first nonvanishing order of the field strength,

\[
e^{i \int_0^t [\xi_{cc}(K) + \xi_{cv}(K)] dt} b^{m}(K, t) \approx e^{i \int_0^t [\xi_{cc}(K) - \xi_{vc}(K)] dt} b^{c}(K, t) \approx e^{i \int_0^t [\xi_{cc}(K) + \xi_{cv}(K)] dt} b^{v}(K, t) = D_{cc} \cos(\omega t),
\]

\[
e^{i \int_0^t [\xi_{cc}(K) + \xi_{cv}(K)] dt} b^{m}(K, t) \approx e^{i \int_0^t [\xi_{cv}(K) - \xi_{cc}(K)] dt} b^{v}(K, t) = D_{cv} \cos(\omega t).
\]

The term $D_{cc} \cos(\omega t)$ couples the states $(c, j \pm 1)$ and $(c, j)$, while $D_{cv} \cos(\omega t)$ couples the states $(v, j)$ and $(v, j \pm 1)$. With this coupling, an indirect two-photon coupling between the states $(c, j)$ and $(v, j \pm 2q)$ is enabled. We note that both $D_{cc}$ and $D_{cv}$ are of first order in field strength.

Since the dipole transition matrix elements $\xi_{cv}(K + \omega/\hbar A(t))$ of Eq. (13) are field dependent, in principle, all photon orders of coupling are present. Up to the second order
in field strength,
\[ \mathbf{eF}(t) \cdot \mathbf{\xi}_{cv}(\mathbf{K} + \frac{e}{\hbar} \mathbf{A}(t)) \]
\[ \approx e \mathbf{F}_0 \{ \mathbf{e}_f \cdot \mathbf{\xi} \{ \mathbf{K} + \frac{e}{\hbar} \mathbf{A}(t) \} \} \cos(\omega t) \]
\[ = \frac{e^2 F_0^2}{2 \hbar \omega} \{ \mathbf{e}_f \cdot \mathbf{\nabla}_k [\mathbf{\xi}_{cv}(\mathbf{K}) \cdot \mathbf{e}_f] \} \sin(2\omega t) \]
\[ = D \cos(\omega t) + \Delta D \sin(2\omega t). \] (33)

The term \( D \cos(\omega t) \) couples the states \((c, j \pm 1)\) and \((v, j)\). This term, which is of first order in field strength, is present for atoms as well; see the Floquet matrix of Eq. (17). The term \( \Delta D \sin(2\omega t) \), which is of second order in field strength, couples the states \((c, j \pm 2)\) and \((v, j)\), and therefore directly enables two-photon transitions between the valence and conduction bands.

To construct the Floquet matrix for FB states we include (i) the energy shifts \( \Delta E_{cv} \) [Eqs. (26) and (27)] of second order in field strength in the diagonal matrix elements, (ii) the one-photon coupling within the conduction band \( D_{cv} \) [Eq. (31)] and within the valence band \( D_{vv} \) [Eq. (32)], and (iii) the first nonzero correction to the transition dipole element in the off-diagonal terms of the matrix \( \Delta D \) [Eq. (33)] that induces a coupling between the valence and conduction band. With these ingredients, the following matrix defines the FB states in semiconductors,

\[
\begin{pmatrix}
E_C + \Delta E_C - \hbar \omega & D_{cc}/2 & 0 & D_{cv}/2 & 0 & i \Delta D/2 \\
0 & E_v + \Delta E_v - \hbar \omega & D^*/2 & 0 & i \Delta D^*/2 & 0 \\
D_{cc}/2 & D^*/2 & E_C + \Delta E_C & 0 & D_{cv}/2 & D/2 \\
D^*/2 & D_{vv}/2 & D_v & E_v + \Delta E_v & D^*/2 & D_{vv}/2 \\
0 & -i \Delta D/2 & D_{cc}/2 & 0 & D_{vv}/2 & 0 \\
-i \Delta D^*/2 & 0 & D^*/2 & 0 & E_v + \Delta E_v + \hbar \omega & 0 \\
\end{pmatrix}
\] (34)

Note that in the next nonzero order of the field strength, the fourth order of field strength, a term analogous to the Bloch-Siegert shift in Eq. (37) should appear, however here it involves \( \Delta D \) rather than \( D \).

D. Meaning of Floquet–Bloch shifts

The FB shifts of Eq. (25), appearing also in Eqs. (37) and (38), are of the same order in field strength as the Bloch-Siegert shifts. Contrary to the Bloch-Siegert shifts, for which analytic expressions are available in the perturbative limit, the FB shifts can be read directly from the diagonal matrix elements in the Floquet matrix (34) and therefore are easily analytically evaluated. Moreover, by including additional terms in the Taylor expansion of the time-averaged energy (22) it is possible to obtain corrections to higher orders in the field strength for the FB shifts.

The expression for the FB shift [Eq. (25)] is formally identical to the expression for the ponderomotive shift \( U_p \) in strong-field physics, \( U_p = (eF_0)^2/(4m_e \omega^2) \), where \( m_e \) is the electron mass. Here, the FB shift emerged from the Volkov-like phase \( S(K, t) \) [Eq. (14)] that in turn was obtained from the transformation of the equations of motions in the Houston basis. In the early paper by Keldysh [30], where the foundations of strong-field physics for atomic systems were made, strong-field laser-solid interaction was also considered. From the analysis in that paper it emerges that these shifts in solids come from the time average of the Volkov-like phase \( S(K, t) \). Specifically, when the total rate of transfer from the valence to the conduction band is considered, the effective gap in the multiphoton regime is introduced in Eq. (42) of that paper. The reason why this effective gap appears there is because a response to an infinite periodic pulse is considered and therefore the transition amplitude was expanded in a
Fourier series, which implicitly amounts to performing Floquet analysis within the Keldysh approximation.

Hence, this FB shift can be thought of as a ponderomotive shift for valence and conduction bands in semiconductors. This interpretation and the analogy with the strong-field physics also helps to establish the limits of the validity of the perturbative response in semiconductors. Namely, the point of breakdown of the perturbation theory is the point when the ratio $U_p/(\hbar \omega)$, denoted as nonperturbative intensity parameter [31], becomes non-negligible. Analogously, for semiconductors, the breakdown of perturbation theory starts when the ratio

$$\frac{E_{FB}(F_0,\omega_R)}{\Delta n} = \frac{e^2 F_0^2}{4\hbar \mu \omega^3}$$

becomes non-negligible. Under the assumption that the major part of the $n$th-order perturbative response is located in the vicinity of the photon energies $\hbar \omega = \Delta / n$, we can deduce that the condition for the validity of perturbation theory for the $n$th-order response is

$$\frac{e^2 F_0^2 \hbar^2 n^3}{4 \Delta^3 \mu} \ll 1.$$  \hspace{1cm} (40)

From the above inequality we can conclude that the perturbation theory breaks down at lower field strengths for the higher-order harmonics. This has already been observed by performing explicit numerical calculations [19].

In the following, to illustrate the emergence of the signatures of the FB states in the harmonic spectra and the FB shifts, we consider harmonic generation from $h$-BN as a nontrivial, realistic example.

IV. EXAMPLE: HARMONIC GENERATION FROM $h$-BN

A band gap in graphene can be induced in several ways [10–14]. For the purpose of our analysis, we focus on $h$-BN, where two carbon atoms in the unit cell are replaced by a $-BN$ dimer [Fig. 2(a)], with $a = 2.49$ Å. To describe the interaction of the hexagonal $h$-BN with light we can use the model of gapped graphene [15]. For gapped graphene, similarly to graphene [32], in the basis consisting of two Bloch wave functions (for details, see Ref. [19]), the tight-binding Hamiltonian is obtained as [33]

$$\hat{H}_0 = \begin{bmatrix} \frac{\Delta}{2} & -\gamma f(k) \\ -\gamma^* f^*(k) & -\frac{\Delta}{2} \end{bmatrix},$$  \hspace{1cm} (41)

where $\Delta$ is the energy gap, $\gamma = -\langle p_z (r - R_A) | \hat{H} | p_z (r - R_B) \rangle \approx 2.33$ eV [34] is the hopping integral, and

$$f(k) = \exp \left( i \frac{ak_x}{\sqrt{3}} \right) + 2 \exp \left( -i \frac{ak_x}{2\sqrt{3}} \cos \left( \frac{ak_y}{2} \right) \right)$$

comes from the geometry of the location of the nearest neighbors. The energies of the valence band,

$$E_v(k) = -\sqrt{\left( \frac{\Delta}{2} \right)^2 + \gamma^2 |f(k)|^2},$$

and conduction band,

$$E_c(k) = \sqrt{\left( \frac{\Delta}{2} \right)^2 + \gamma^2 |f(k)|^2},$$

are obtained by diagonalization of the Hamiltonian of Eq. (41). These energies are plotted as full lines in Fig. 3 along the triangle in $k$ space [thick (red) triangle in Fig. 2(b)] whose vertices are the $\Gamma$, $M$, and $K$ points.

To calculate the current of Eq. (10), we use the diagonal momentum matrix elements as $p_{nm} = \frac{m_e \hbar v_n}{\Delta}$, while the off-diagonal momentum matrix elements are obtained as $p_{nm} = i m_e \hbar \omega_m \delta_{nm}$ [18]. The explicit expressions for the momentum matrix elements can be found in, e.g., Appendix B in Ref. [19].

The numerical approach for solving of the equations of motion (7) and (8) consists of using a rectangular $k$ grid (around 250 points in each dimension) and approximating the gradients with balanced difference [35]. The time propagation is performed using an adaptive Runge-Kutta algorithm. We use $T = 10$ K [Eq. (9)] and $\tau = 50$ fs [Eqs. (7) and (8)] throughout.
We use a laser pulse, defined by the electric-field vector
\[ F(t) = F_0 \exp \left[ -\left( \frac{t - MT_p/2}{MT_p/6} \right)^2 \right] \sin \left( \frac{2\pi}{T_p} t \right) \]
for \( t \in [0, MT_p] \),
\[ \text{(45)} \]
where \( F_0 = |F_0| \) is the peak electric-field strength, \( T_p = 2\pi/\omega \) is the period of the field, with \( \omega \) the driving frequency, and \( M \) is the number of cycles. We express the peak field strength in atomic units (a.u.)—1 a.u. of field strength is \( 5.142 \times 10^{11} \) V/m.

The laser pulse used in the calculations of the harmonic yield in \( h \text{-BN} \) has a large but finite duration \( (M = 48 \) cycles\) as opposed to the infinite periodic laser pulse used in the analysis in Sec. III. We have checked, however, that the position of the peaks is independent of the pulse duration (see the Appendix), so in the analysis below we assume that we are dealing with an infinite periodic field. Hence we will compare the numerical results solving the equations of motion (7) and (8) and using the field (45) with the analytical findings of Sec. III.

We consider the geometry where the field is oriented along the \( x \) axis [see Fig. 2]. Due to the breakdown of the inversion symmetry of \( h \text{-BN} \) with respect to the plane perpendicular to the electric field [Fig. 2(a)], even harmonics appear in the HHG spectrum. Here we concentrate on the intensity behavior of the first two harmonics in the HHG spectrum.

The first and the second harmonics of \( h \text{-BN} \), obtained at different field strengths, are shown in Fig. 4. At small field strengths the shape of these responses is essentially perturbative, see Fig. 3 in Ref. [34] for the shape of the second harmonic in the perturbative limit. The perturbative first harmonic contains peaks for photon energies corresponding to the gap \( \Delta = 7.8 \) eV and to the Van Hove singularity [36] [the point where \( \text{Im} \epsilon(k) = 0 \), denoted as the \( M \) point in Fig. 2(b)] at a photon energy of \( 2[(\Delta/2)^2 + \gamma^2]^{1/2} \approx 9.09 \) eV (\( |f(k)| = 1 \) at the Van Hove singularity). Peaks at these photon energies are visible also in the second-harmonic curves corresponding to the few lowest peak field strengths depicted in Fig. 4(b). In addition to these peaks, the second-order harmonic contains peaks at half of these frequencies [Fig. 4(b)], as it should [34].

Upon increasing the field strength, several features become apparent. First, peaks at photon energies, lower than the energies of the peaks in the perturbative responses, appear both in the first and in the second harmonic. Specifically, for the first harmonic, for \( F_0 \geq 0.028 \) a.u., broad peaks at \( \sim 3.9 \) eV appear [Fig. 4(a)], while in the second harmonic, for \( F_0 \geq 0.012 \) a.u., peaks at \( \sim 2.7 \) eV appear [Fig. 4(b)]. Second, some of the existing peaks, most notable example being the peak in the second harmonic corresponding to half of the gap [Fig. 4(b)], move as the peak field increases. This is also valid for the newly emerging peaks, which also move as the peak field increases [Fig. 4]. Finally, as the peak field increases, the peaks corresponding to the gap and the Van Hove singularity in the first harmonic decrease in height which can be seen from the curves corresponding to the first few peak fields [Fig. 4(a)]. The peak in the first harmonic at approximately 9.09 eV is due to the Van Hove singularity and occurs at the saddle point of the energy landscape. This peak is not due to the peak in the dipole matrix elements, but due to the peak in the density of states. As such it cannot be treated using the present approach. The same is true for the peak in the second harmonic, related to the Van Hove singularity (peak at 4.5 eV). In view of this, we apply the Floquet analysis only to the peaks corresponding and related to the gap, where the dipole matrix element peaks, and analyze the trends in the numerical data by using the theory developed in Sec. III.

First, the bands are dressed by the field, so replicas of the conduction and valence bands appear, i.e., FB states, spaced by a photon energy, see the dashed lines in Fig. 3, sketched for the case \( \hbar \omega = \Delta/2 \). As the peak field strength increases, the FB shifts become evident in the first and the second harmonic in Fig. 4. For \( h \text{-BN} \), the energy shifts of Eqs. (23) and (24)

\[ \text{FIG. 4.} \text{ (a) First and (b) second harmonic of } h \text{-BN for large field strengths, extracted from harmonic spectra induced by a 48-cycle pulse. The harmonic yield in panel (a) is proportional to } |\langle \Omega = \omega \rangle / F_0|, \text{ and the harmonic yield in panel (b) is proportional to } |\langle \Omega = 2\omega \rangle / F_0|. \text{ The peak field strengths } F_0 \text{ at which different curves are obtained in panels (a) and (b) are given in the insets in atomic units. In panel (a), the dashed rectangle illustrates the extend of the peak shifting predicted by Eq. (37) (see text).} \]
calculated at the $K$ point are

$$\Delta E_{c,v}|_{K\text{point}} = \pm \frac{3a^2y^2 e^2 F_0^2}{8\Delta} = \pm \Delta E. \quad (46)$$

In the above equation, “+” corresponds to $\Delta E_+$, whereas “−” corresponds to $\Delta E_−$. The total FB shift of the valence and conduction band is $E^{FB}(F_0, \omega) = 2\Delta E$. The ratio between the Bloch-Siegert shift and FB shift is explicitly $\hbar\omega/4\Delta$. Therefore, for the frequencies of interest, $\hbar\omega \ll \Delta$, the FB shift is clearly dominant.

To illustrate the manifestation of the FB shift in the harmonic spectra, we first consider the peak in the first harmonic at a photon energy corresponding to the gap at 7.8 eV. As evident from Fig. 4(a), the height of the peak decreases as the peak field strength increases. At larger field strengths the decrease of the peak is not as rapid, it seems that the peaks are not shifting, and even double peaks appear and disappear at some field strengths. A resonance frequency $\omega_R$ can be found that satisfies Eq. (37). The extent of the shifting predicted by Eq. (37) is illustrated in Fig. 4(a) by the dashed (red) rectangle, whose left side is at 7.8 eV (corresponding to the gap) and the right side of the rectangle is at 8.065 eV, which is exactly the gap plus the shift according to Eq. (37) at the largest field strength of 0.04 a.u. used. However, due to the direct (strong) coupling of strength $D/2$ between $(c, -1)$ and $(\nu, 0)$ or, equally, between the states $(c, 0)$ and $(\nu, 1)$, the avoided crossing between these pairs of states widens at large field strengths. This is illustrated in Fig. 5 where the difference is shown between Floquet energies at the $K$ point obtained by diagonalizing the Floquet matrix (34), with $\Delta D = 0$ and by using states $(m, j)$ with $m = c, v$ and $j = -1, 0, 1$. In Fig. 5(a) resonant transition corresponds to a vanishing difference in energy of the states involved. From the figure it is clear that such a resonant frequency cannot be found for large field strengths. Therefore the height of the peak in the first harmonic at the gap decreases as the peak field increases [Fig. 4(a)].

The Rabi frequency ($D/\hbar$) is taken into account in the explicit diagonalization to arrive at the result presented in Fig. 5. Also, the Rabi frequency is taken into account perturbatively in Eq. (37), expressed by the appearance of Bloch-Siegert shifts in that equation. At the highest field strength used, $F_0 = 0.04$ a.u., the inverse of the Rabi frequency is 3.12 fs, which is smaller than the decoherence time $\tau = 50$ fs. However, the inverse of the Rabi frequency is smaller than the total pulse duration at 7.8 eV, so full Rabi oscillations can occur within the pulse duration, which might be the reason behind the appearance of double peaks at certain field strengths.

To investigate the reason behind the peculiar behavior of the one-photon peaks, we have carried out numerical calculations restricted to a small area in $k$ space around the $K$ point, rather than including the whole Brillouin zone. In the limit of only taking the $K$ point itself (two-level-system limit), we find that, for small field strengths ($F_0 < 0.004$ a.u.), the one-photon peak shifts according to the Bloch-Siegert shifts of Eq. (37), as it should. As more points in the vicinity of the $K$ point are included, our calculations show that these $k$ points coherently contribute to the one-photon peak. Therefore, the assumption that the shifting of the one-photon resonance can be described by using the properties of the two-band system at the gap only, one of the assumptions behind the derivation of Eq. (37), is not justified for the case of h-BN at the one-photon resonance. At photon energies not corresponding to the gap of h-BN, such an assumption is justified, as we will see from the numerical evidence below. We note that, in all cases, no matter how large a set of points around the $K$ point is taken into account in the calculation, the resonance is rapidly lost as the field strength increases.

Next, we consider the field dependence of the peaks in the second harmonic corresponding to the gap, i.e., we consider the two-photon transition between the valence and conduction band, peaking around 3.9 eV for small field strengths; see Fig. 4(b). To recover the dependency of this peak on $F_0$ we calculate $\omega_R$ from Eq. (38). The position of peaks obtained this way agrees nicely with the peak positions extracted from the numerical calculation; see Fig. 6(a). With the increase of $F_0$ the peak moves to larger photon energy. This trend and also the values for the peaks is nicely described by using the FB shifts, especially at not-too-large photon energies.

Finally, we turn to the peaks in the low-order response that appear only for larger field strengths and that are not present in the perturbative result [34]. The presence of these peaks is evidence that a harmonic response can be resonant at energies smaller than the energy given by the gap and is entirely due to the formation of FB states in strong fields. We consider the most prominent peaks of this type, i.e., the peaks corresponding to the one-photon transition, peaking at $\sim \Delta/2 = 3.9$ eV in Fig. 4(a), and two-photon transition, peaking at $\sim \Delta/3 = 2.6$ eV in Fig. 4(b). In the first case, the one-photon transition should be resonant with the transition between the FB states of type $(c, j = -1) \leftrightarrow (\nu, j)$. Hence, to obtain the dependence of the peak position on $F_0$, we determine $\omega_R$ from Eq. (38) at the gap. Figure 6(b) illustrates that the agreement between the peaks calculated that way with the numerically obtained positions of the peak is fair, even though
the theory slightly overestimates the shifts. The two-photon transition \((c, j - 1) \leftrightarrow (v, j)\) peaking at \(\Delta / 3\) is obtained as a crossing between (energy shifted) FB states \((c, j - 3)\) and \((v, j)\), i.e., from the equation

\[
3h\omega_R = \Delta + E^{FB}(F_0, \omega_R).
\]

In Fig. 6(b) the frequency obtained from this approximation is compared with the position of the peaks extracted from the numerical calculation. The agreement is good.

V. CONCLUSIONS

The resonant peaks in the harmonic spectra as a function of the photon energy, present in the perturbative responses, shift due to the interaction with a strong laser pulse. Moreover, additional resonant peaks appear at energies corresponding to a fraction of the photon energy of the original peaks, which also shift as the laser pulse intensity changes. We find that appearance of new peaks is a signature of the formation of FB states. Another signature of the FB states specific to two-band systems is the field-dependent shifting of these peaks. We have investigated the dependence of the position of these peaks on the field strength and found a procedure to analyze it by making an analogy to the case of a two-level atom. The shifts of the peaks as a function of the field are mainly due to the FB shifts, introduced in this work, which are larger than the Bloch-Siegert shifts but of the same order in the peak field strength as the Bloch-Siegert shifts. We derived an analytic formula for the FB shift [Eq. (25)]. This analytic form was verified by comparison with explicit numerical calculations of the harmonic spectra for h-BN.

The FB shift, involving the reduced effective mass, is formally identical to the ponderomotive shift appearing in the strong-field physics of atoms and molecules. In a two-band system the shift is such that both valence and conduction band shift in a direction that leads to an increase of the gap as the laser intensity increases. On the basis of the analogy with the ponderomotive shift, a measure for the validity of the perturbative response was derived, expressed by the smallness of the ratio between the FB shift and the gap.

The FB shifts reported here should appear for any two-band semiconductor, and we also expect them to appear when semiconductors are treated by using multiple bands, and when excitons are included. The extent to which the shifts are visible in the spectrum will depend on the peaking of the dipole matrix element at the gap and its associated ability to produce visible, well-pronounced resonances in the harmonic response. The recent advances in strong-field physics in solids [37–40] create the possibility of an experimental investigation of the ideas discussed here.
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APPENDIX

Here we show that the positions of the peaks that we analyze in the main text do not depend on the pulse duration by performing explicit numerical calculation and comparing the first and second harmonic for pulses of the type given in Eq. (45) for 24, 48, and 96 cycles. To compare the harmonic spectra directly between pulses with different finite duration, the spectra are scaled by dividing by the pulse duration \(MT_p\); see also Eq. (15) and the discussion in the paragraph after Eq. (16) in Ref. [19]. In Fig. 7 we compare the first [Figs. 7(a) and 7(b)] and the second harmonic [Figs. 7(c) and 7(d)] at small \(F_0 = 0.008\) a.u. [Figs. 7(a) and 7(c)], and at large field \(F_0 = 0.032\) a.u. [Figs. 7(b) and 7(d)]. From the figure, it is clear that the positions of the peaks that we are able to analyze analytically (those that are not due to the Van Hove singularity) are indeed unaffected by the pulse duration.
FIG. 7. The dependence of the first harmonic [panels (a) and (b)] and the second harmonic [panels (c) and (d)] on the number of field cycles, $M$; see Eq. (45). Panels (a) and (c) contain the harmonics at smaller field strength $F_0 = 0.008$ a.u., whereas the harmonics for $F_0 = 0.032$ a.u. are given in panels (b) and (d).