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ABSTRACT
This paper proposes a new approach for online UI adaptation that aims to overcome the limitations of the most commonly used UI optimization method involving multiple objectives: weighted sum optimization. Weighted sums are highly sensitive to objective formulation, limiting the effectiveness of UI adaptations. We propose PARETOADAPT, an adaptation approach that uses online multi-objective optimization with a posteriori articulated preferences—that is, articulation of preferences after the optimization has concluded—to make UI adaptation robust to incomplete and inaccurate objective formulations. It offers users a flexible way to control adaptations by selecting from a set of Pareto optimal adaptation proposals and adjusting them to fit their needs. We showcase the feasibility and flexibility of PARETOADAPT by implementing an online layout adaptation system in a state-of-the-art 3D UI adaptation framework. We further evaluate its robustness and run-time in simulation-based experiments that allow us to systematically change the accuracy of the estimated user preferences. We conclude by discussing how our approach may impact the usability and practicality of online UI adaptations.

CCS CONCEPTS
• Human-centered computing → Ubiquitous and mobile computing systems and tools.
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1 INTRODUCTION
Optimization-based adaptive user interfaces (UIs) promise to provide user experiences that are tailored to individual needs and contexts. They automatically adjust the UI at run-time based on models of interaction cost [39], and apply to a variety of use cases and application domains; from changing the UI’s layout [3, 24] and level of detail [31] to timing of notifications [51], and many others. The use of optimization methods in adaptive systems was motivated by their success supporting designers and researchers in UI development and automation of design processes [17, 38, 39]. However, applying optimization to online adaptation, it becomes evident that the objective function that determines the goodness of a design is only an approximation of the subjective criteria that determine an individual user’s experience — that is, the utility of the design as perceived by the end-user. It is impossible to include and accurately model all the criteria that determine this utility for any user in any situation — a necessity, however, for successful UI adaptation. Thus, we require optimization approaches that are robust toward modeling errors and flexible to allow for various situational and individual requirements.

We propose PARETOADAPT, an optimization-based adaptation approach that generalizes across specific use cases and offers a first step toward more robust and flexible UI adaptation. Grounded in operations research, evolutionary algorithms research, and research on multi-criteria decision-making, it generalizes existing adaptation methods and is used to produce fully and semi-automatic online adaptations of 3D layouts. PARETOADAPT is motivated by reflections on the limitations of prior work that used weighted sums to balance multiple adaptation objectives. These works implicitly assume that the objective criteria are accurate and complete, that is, that they fully align with the user’s perceived satisfaction criteria and that the perceived utility of the UI can be captured by a linear combination of the modeled objectives. In practice, these assumptions are often violated as subjective criteria are not modeled accurately or are missed entirely, which we further discuss below.

With PARETOADAPT, we apply multi-objective optimization with a posteriori articulation of preferences to online UI adaptation. This ensures three fundamental qualities that are critical for adaptation approaches to be useful in practice:
• Robustness: In situations where the optimization objectives are inaccurate or incomplete representations of the criteria that influence how a user perceives the utility of the UI, we show that ParetoAdapt provides better starting points to semi-automatically adapt a UI than a weighted sum approach.

• Flexibility: ParetoAdapt can be used for both fully and semi-automated UI adaptation based on multiple objectives. It allows users to directly interact with the proposed adaptations to fit their individual and situational needs rather than specifying preferences over objective criteria.

• Responsiveness: ParetoAdapt can provide adaptation proposals in real-time to allow for online adaptation and integration of user feedback at run-time.

We demonstrate and evaluate our approach by implementing a 3D layout adaptation system based on the Adaptive User Interfaces Toolkit (AUIT) [3]. We examine how the choice of objectives, optimization method, and maximum number of adaptation proposals affect the effectiveness and runtime of ParetoAdapt compared to a weighted sum approach in simulation-based experiments that allow us to systematically vary the accuracy and completeness of the modeled objectives in relation to simulated user preferences.

In summary, we propose ParetoAdapt, a UI adaptation approach based on multi-objective optimization with a posteriori articulated preferences; that is, indication of preferred solutions after the optimization has concluded. ParetoAdapt makes UI adaptation more robust against modeling errors, requires minimal input about user preferences, and offers users control over the adaptation process. This is a first step toward making UI adaptation more robust and flexible and thus better applicable in practice.

2 BACKGROUND

We first introduce the central concepts and terminology used throughout this paper, before presenting related work on optimization-based approaches to UI adaptation and multi-objective optimization with a posteriori articulated preferences outside the domain of UI adaptation.

2.1 Multi-Objective Optimization

Multi-objective optimization, in the context of this work, refers to the optimization of a collection of objective functions that aim to model an end-user’s preferences regarding the appearance or behavior of a UI. These preferences are opinions about the order or relative importance of subjective quality criteria and are primarily articulated either before the optimization has concluded over the set of objectives (a priori) or after the optimization over a set of potential solutions (a posteriori). Both approaches are explained in further detail in Section 2.2.

**Problem Formulation.** A general multi-objective optimization problem may be formulated as follows:

\[
\begin{align*}
\arg\min \mathbf{F}(\mathbf{x}) &= [F_1(\mathbf{x}), F_2(\mathbf{x}), \ldots, F_k(\mathbf{x})]^T \\
\text{subject to } g_j(\mathbf{x}) \leq 0 & \text{ for } j = 1, 2, \ldots, m \\
\text{and } h_l(\mathbf{x}) = 0 & \text{ for } l = 1, 2, \ldots, n,
\end{align*}
\]

where \( \mathbf{F} \) is the set of \( k \) objective functions to be minimized using the design vector \( \mathbf{x} \) as constrained by \( m \) inequality constraints \( g \) and \( n \) equality constraints \( h \) that define the feasible design space \( \mathbf{X} \). In the context of UI optimization, the objective functions \( \mathbf{F} \) may, for example, include ergonomic [15] or performance criteria [27] that depend on the UI’s configuration \( \mathbf{x} \) such as the UI’s layout [3] or timing [51] and are constraint by inequalities \( g \) and equalities \( h \) that capture the limitations of the user’s environment [15] or cognitive resources [31].

**Pareto Optimality and Pareto Frontier.** The solution to a multi-objective UI optimization problem is a set of designs \( \mathbf{X}^* \) that satisfy some chosen definition of efficiency or optimality, most commonly the definition of Pareto optimality: A point in the design space (i.e., a UI configuration) is said to be Pareto optimal if no other feasible point exists that improves upon performance in one objective without degrading another [33]. The entire set of Pareto optimal UI adaptations, representing the various efficient trade-offs between conflicting design objectives, is called the Pareto front or Pareto frontier [33]. How this Pareto frontier is constructed and shaped can have a major effect on the effectiveness of adaptive UIs as we will demonstrate throughout this paper.

2.2 A Priori and A Posteriori Articulation of Preferences

Various methods, techniques, and algorithms have been developed to solve multi-objective optimization problems (see, for example, [33] for an overview). Two categories of these optimization methods are of particular interest to this study: optimization with a priori articulated preferences and optimization with a posteriori articulated preferences (cf. [33]).

**A Priori Articulation of Preferences.** In UI optimization with a priori articulated preferences, the end-user (or the designer acting as their representative) states their preferences after a set of relevant optimization objectives has been chosen and formulated but before any solutions have been identified [33]. In weighted sum optimization, the end-user may, for example, state their preferences regarding the layout of a text entry UI by choosing how each of the pre-defined layout objectives (e.g., related to input speed or accuracy) is weighted in a global linear sum representing the design’s total utility or cost by anticipating the weights’ effect on the generated adaptations. The globally optimal designs may then be identified by optimizing such a global criterion; for example, using exact methods like commercial linear solvers [31] or using approximate solvers like simulated annealing [3].

**A Posteriori Articulation of Preferences.** By contrast, multi-objective UI optimization with a posteriori articulated preferences aims to first generate a representation of the entire Pareto frontier and then to present all or a decomposed sample from this Pareto optimal set of potential adaptations to the end-user for selection [33]. In other words, the user can state their preferences by choosing or ordering concrete UI designs, for example selecting a final keyboard layout from a collection of potential layouts trading off input speed and accuracy with varying priorities. Commonly, optimization with a posteriori articulated preferences involves evolutionary or genetic algorithms (e.g., NSGA-III [9], RVEA [12], or SMS-EMOA [4]) as these have been shown to successfully retrieve the Pareto optimal set for a wide range of multi-objective optimization problems. Our
work advocates for the use of such *a posteriori* techniques in online UI adaptation as these may be more effective in producing desired trade-offs between conflicting design objectives. Our proposed approach retains the option, however, to utilize *a priori* articulated preference statements if desired.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Pref. Artic.</th>
<th>Offline/Online</th>
<th>Applic. Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td>A priori*</td>
<td>Offline</td>
<td>Text entry</td>
</tr>
<tr>
<td>[6]</td>
<td>A priori*</td>
<td>Offline</td>
<td>Text entry</td>
</tr>
<tr>
<td>[14]</td>
<td>A priori*</td>
<td>Offline</td>
<td>Text entry</td>
</tr>
<tr>
<td>[24]</td>
<td>A priori*</td>
<td>Offline</td>
<td>Text entry</td>
</tr>
<tr>
<td>[40]</td>
<td>A priori*</td>
<td>Offline</td>
<td>Text entry</td>
</tr>
<tr>
<td>[44]</td>
<td>A priori*</td>
<td>Offline</td>
<td>Text entry</td>
</tr>
<tr>
<td>[45]</td>
<td>A priori*</td>
<td>Offline</td>
<td>Text entry</td>
</tr>
<tr>
<td>[50]</td>
<td>A priori*</td>
<td>Offline</td>
<td>Text entry</td>
</tr>
<tr>
<td>[2]</td>
<td>A priori*</td>
<td>Offline</td>
<td>2D UI layouts</td>
</tr>
<tr>
<td>[20]</td>
<td>A priori*</td>
<td>Offline</td>
<td>2D UI layouts</td>
</tr>
<tr>
<td>[21]</td>
<td>A priori*</td>
<td>Offline</td>
<td>2D UI layouts</td>
</tr>
<tr>
<td>[3]</td>
<td>A priori*</td>
<td>Online</td>
<td>3D UI layouts</td>
</tr>
<tr>
<td>[13]</td>
<td>A priori*</td>
<td>Online</td>
<td>3D UI layouts</td>
</tr>
<tr>
<td>[18]</td>
<td>A priori*</td>
<td>Online</td>
<td>3D UI layouts</td>
</tr>
<tr>
<td>[22]</td>
<td>A priori*</td>
<td>Online</td>
<td>3D UI layouts</td>
</tr>
<tr>
<td>[31]</td>
<td>A priori*</td>
<td>Online</td>
<td>3D UI layouts</td>
</tr>
<tr>
<td>[37]</td>
<td>A priori*</td>
<td>Online</td>
<td>3D UI layouts</td>
</tr>
<tr>
<td>[49]</td>
<td>A priori*</td>
<td>Online</td>
<td>3D UI layouts</td>
</tr>
<tr>
<td>[27]</td>
<td>A posteriori</td>
<td>Offline</td>
<td>Text entry</td>
</tr>
<tr>
<td>[28]</td>
<td>A posteriori</td>
<td>Offline</td>
<td>Physical input</td>
</tr>
<tr>
<td>[29]</td>
<td>A posteriori</td>
<td>Offline</td>
<td>Haptic feedback</td>
</tr>
<tr>
<td>[43]</td>
<td>A posteriori</td>
<td>Offline</td>
<td>2D UI layouts</td>
</tr>
<tr>
<td>[51]</td>
<td>A posteriori</td>
<td>Offline</td>
<td>Notification timing</td>
</tr>
<tr>
<td><strong>Ours</strong></td>
<td>A posteriori</td>
<td>Online</td>
<td>3D UI layouts</td>
</tr>
</tbody>
</table>

* Uses weighted sum optimization categorized as *a priori* by [33] also if weights are varied to obtain multiple solutions.

Table 1: Related work on multi-objective UI optimization by preference articulation (*a priori or a posteriori*), when the optimization is applied (*offline or online*), and their application domain.

### 2.3 Optimization of UIs

Adaptive UIs have been heavily influenced by developments in the field of UI optimization. Two important milestones for applying optimization techniques in UI design were the representation of design factors as decision variables in problem formulations and the modeling of design heuristics and psychological models in cost functions [39, sec. 4.2]. Pioneering work proposed novel objective functions and used existing optimization techniques to optimize keyboard layouts [10, 30, 52] (see [16] for an overview) and menu designs [1, 25, 32, 34].

Since then, multi-objective optimization approaches have been applied to the design and adaptation of, for example, text entry methods (e.g., [6, 14, 24, 40, 44, 45]) and 2D and 3D UI layouts (e.g., [13, 18, 22, 31, 37, 47, 49]). A key work in this area was the multi-objective optimization method proposed by Smith et al. [44] which utilized a weighted sum-based scalarization with varying weights to generate Pareto optimal keyboard layouts. This approach has since been applied by, for example, [6] and [24] to generate keyboard layouts for constrained gesture typing and one-handed text entry.

In the domain of GUI optimization, SUPPLE [19–21] framed GUI design as a scalarized multi-objective optimization problem based on navigation costs and demonstrated the effectiveness of this approach in adapting to both device and usage characteristics using an equally-weighted sum [19]. Since SUPPLE, several works have utilized similar approaches to, for example, optimize the layout of menu systems [2] or websites [47]. Recently, alternative multi-objective optimization methods have been utilized in the domains of keyboard layout optimization [27], GUI layout optimization [43], computational design of physical input devices [28, 29] and parameter search for 3D touch interaction [11]. These efforts employ more complex optimization methods (i.e., genetic algorithms [27, 43] and Bayesian multi-objective optimization [11, 28, 29]) which overcome the limitations of weighted sum approaches and can find Pareto optimal configurations for a variety of problem definitions. Such methods have, however, not yet been applied to online adaptation.

Overall, multi-objective optimization of UIs has been dominated by optimization with *a priori* articulated preferences, specifically weighted sum-based methods, used at design time (see Table 1) and as such are subject to the limitations that these methods entail. We highlight and reflect on these limitations in a separate section below. As the recent uses of genetic algorithms and multi-objective Bayesian optimization demonstrate, however, alternative approaches exist that aim to address some of the shortcomings of UI optimization with *a priori* articulated preferences and weighted sum optimization in particular. This paper contributes to this growing area of research by exploring the use of multi-objective optimization techniques with *a posteriori* articulated preferences for online UI adaptation.

### 3 LIMITATIONS OF WEIGHTED SUM UI ADAPTATION

Online adaptation at run-time requires to determine a user’s specific interaction needs or preferences in context. The objective functions modeled in optimization-based adaptation are thus likely only *inaccurate* and *incomplete* approximations of the true criteria that determine how an individual user perceives the utility of a UI in a specific situation. This can be particularly problematic if adaptations are computed using a weighted sum approach, which is the basis of many optimization-based adaptive systems, as discussed in the previous section. In particular, we see three major issues:

- **Sensitivity to objective formulation**: Weighted sum optimization cannot yield UI configurations on non-convex regions of the Pareto frontier, no matter how the weights are changed [33]. This may be problematic if these Pareto optimal configurations would be preferred by the user.
- **Poor predictability**: Stating preferences using weights before the optimization is run can be intransparent and indirect for the
decision-maker (i.e., the designer or end-user) since they need to anticipate the effects of the weights on the resulting adaptations. These effects are highly dependent on the objective formulations and may thus cause frustration for the user.

- **Poor scaling**: Weighted sum UI optimization scales poorly with the number of adaptation proposals that are desired by the designer or end-user as it needs to be run repeatedly, potentially making semi-automatic adaptations, experimentation with weights, and exploration of adaptation trade-offs impractical.

To illustrate these points, consider the following example.

**Example: Adaptive Mixed Reality Layouts.** A designer wants to create an adaptive mixed reality application that continuously optimizes the ergonomics of its UI. The position of a UI element should adapt to minimize the stress on the user’s neck and on the user’s shoulder when interacting with the application (see Figure 1, left). The designer creates two objective functions: a neck strain objective dependent on the head tilt required to view the UI (in orange), and a shoulder load objective as a function of the arm lift required to touch the UI (in green). Both objectives cannot be optimized simultaneously but trade off against each other. If the UI is placed closer to eye level, decreasing neck strain, it necessarily increases the shoulder load and vice versa. Next, the designer decides to ensure general visibility and reachability of the UI by adding constraints that limit the UI’s potential adaptations to those in front of the user at arm’s length. Finally, to increase the level of control that users can exert over the adaptation process, the designer decides to let users set the optimization weights, representing their preferences over the objectives, themselves. How exactly the designer chooses to model the ergonomic criteria can now heavily affect the user experience and adaptation quality.

The designer may choose a linear form for both the neck and shoulder objective, that is, as the head tilt/arm lift increases, the estimated load steadily increases. The Pareto frontier for such a formulation (i.e., the set of adaptations representing the efficient trade-offs between the shoulder and neck strain) will be concave (see Figure 1, right). Choosing an exponential form for either the neck or the shoulder load objective (e.g. the higher the arm is lifted the more the perceived load increases), the resulting Pareto frontier will be convex (see Figure 1, center). Which formulation is chosen may depend on the specific metric the designer is consulting, their modeling accuracy, or their domain knowledge. Whether it accurately represents the perception of the user will vary between individuals and different situations.

In the mixed reality application, the UI element’s positions along the Pareto frontier will look identical for both scenarios (see Figure 1, left). In the convex case, a weighted sum optimization will be able to reliably achieve compromise solutions, that is, choose a UI position on the Pareto frontier that trades off neck and shoulder load depending on the chosen weights. In the concave case, however, the weighted sum approach can only yield two different positions, either at eye or at waist level (the red open diamonds in Figure 1, left), which represent the optimal points for one of the two objectives. Other points on the concave Pareto frontier cannot be reached via a linear combination of the two objective criteria. Thus, with a weighted sum adaptation, the system is lacking robustness to the scaling and shape of the optimization objectives.

If the user systematically changes the weight combinations from 0 to 1, the position of the UI element will not change until it suddenly jumps from eye level to waist level or vice versa. Thus, the system poorly reacts to changes in the objective weights, limiting the system’s flexibility towards the needs of different use cases and users’ priorities. Furthermore, in any of the above cases, the user will have to repeatedly run the optimization to gain an understanding of the relationship between the weights and the resulting adaptations. Depending on their computational resources, this may cause the responsiveness of the adaptive UI (i.e. speed and efficiency) to drop.

4 **PARETOADAPT: PARETO OPTIMAL ONLINE ADAPTATION PROPOSALS**

To provide more robust, flexible, and responsive adaptations, we propose PARETOADAPT—a general UI adaptation approach based on multi-objective optimization and a posteriori articulated preferences.
By generating diverse Pareto optimal adaptation proposals—for example, presented in the form of interactive virtual widgets—users can easily select their preferred adaptations and further adjust them as needed. In this section, we describe the general adaptation pipeline of the PARETOADAPT approach, before introducing a prototypical system alongside 3D UI layout adaptation examples in the next section. PARETOADAPT reduces a set of potential UI adaptations along three major steps until one is picked by the user through interaction or the set of solutions is reduced to a single adaptation (see Figure 2). The steps are: (1) Multi-Objective Optimization, (2) Solution Set Reduction, and (3) Preference Articulation. Each of the three steps is explained in further detail below.

### 4.1 Multi-Objective Optimization

In the first step, we utilize vectorized multi-objective optimization algorithms—that is, algorithms that optimize a vector of objective functions—to generate a wide range of Pareto optimal adaptations. Given a multi-objective problem formulation defined by the designer, these algorithms continuously refine a set of adaptation candidates by recognizing conflicting objectives, discarding infeasible designs, and identifying a wide range of efficient trade-off solutions. The result is a high-resolution approximation of the entire Pareto frontier of optimal adaptations that can further be filtered in the following steps. This vectorized approach has several benefits for online adaptation:

- It is **robust** to the scale and shape of the individual objective functions, including any non-convexity along the Pareto frontier, as current multi-objective optimization algorithms can effectively approximate a variety of complex Pareto frontier shapes.
- It allows for **flexible** adaptations that can fit diverse situational and individual user’s needs as it provides a range of efficient trade-off solutions, any of which might provide a good starting point for selection or further refinement given a certain usage context.
- It retains **responsiveness** as multi-objective optimization algorithms have been designed for efficiency, even given complex optimization problems, scaling to many objectives and constraints, allowing for parallel evaluation of potential adaptations, or utilizing surrogate models to limit expensive adaptation evaluations.

Many multi-objective optimization solvers exist that can generate effective approximations of the Pareto frontier (see Section 2). For example, evolutionary algorithms like NSGA-III [9] or SMS-EMOA [4] can effectively generate the Pareto frontier for a wide set of many-objective optimization problems. These algorithms take inspiration from natural evolution to generate a set of optimal solutions by evolving (i.e., crossing, selecting, and mutating) a population of potential solutions. The optimal solutions are those that achieve the highest “evolutionary fitness” as evaluated against the set of optimization objectives. How evolutionary fitness is defined and evaluated and how the evolutionary processes—that is, crossover, selection, and mutation—are constructed differentiates the algorithms. Which algorithms (and which hyperparameter settings) can and should be chosen, thus depends on the specific optimization problem in question (e.g., the number of objectives) and on the adaptive application’s performance requirements.

![Figure 2: PARETOADAPT consists of three steps that continuously reduce the set of potential adaptations until one is chosen by the end-user or the set is reduced to a single point.](image)

### 4.2 Solution Set Reduction

With the large set of Pareto optimal solutions as input, the second step aims to select a limited number of qualitatively different solutions from the Pareto frontier. To achieve this goal, the designer chooses decomposition techniques that capture their criteria for a useful set of adaptation proposals. There are a variety of multi-criteria decision-making methods that can serve this function, differing in the specific qualities of the resulting adaptation proposals (cf. [46] for an overview).

A developer may choose, for example, to employ the Augmented Achievement Scalarization Function (AASF) [4] to identify a small set of extreme adaptations as well as a sample of compromise solutions as basis for selection and correction. Such a choice would emphasize the representation of the range of optimal trade-off solutions as well as control over the maximum number of adaptation proposals. AASF can further target solutions on non-convex regions of the Pareto frontier, improving robustness of the overall...
adaptation procedure. For other scenarios, the designer may decide to instead present a set of Pareto optimal solutions that possess certain desired properties (e.g., local efficiency [42]) without restricting the resulting number of adaptation proposals. Such a choice would emphasize flexibility as no further assumptions about the trade-offs that may be desired by users are made at design time, including the number of proposals that are deemed appropriate in a given context or their distribution along the Pareto frontier. Notably, Solution Set Reduction can also feature weighted sum decomposition with a priori specified weights. Our approach could thus be used to replicate previous UI adaptation examples or to incorporate user-specified weights if desired and appropriate.

Overall, algorithmic Solution Set Reduction contributes to the goals for an effective adaptation technique in the following ways:

- It retains robustness to errors in modeling of the subjective adaptation criteria as decomposition techniques can be chosen that are capable of targeting points on non-convex regions of the Pareto frontier while retaining a wide range of Pareto optimal adaptations.
- It allows for flexible adaptations as it aims to generate a varied set of optimal trade-off proposals, any of which may fit a given usage context.
- It retains adaptation responsiveness as algorithmic Solution Set Reduction can be very efficient, adding little computational overhead to the adaptation process.

4.3 Preference Articulation

In this step, the user makes their preferences for certain solutions explicit by choosing which proposed adaptations to interact with. The result is an adaptation that is applied to the UI. This adaptation could be further adjusted by the user and provides the starting point for the next iteration of the optimization. Preference Articulation may be skipped, if the previous Solution Set Reduction yields a single optimal solution (e.g., in the case of a single global optimum) or a fully automatic adaptation approach is preferred (e.g., in time-critical situations). But we emphasize the importance of this step to improve user control [26], increase robustness and flexibility of the adaptation.

In 3D UI adaptation, a designer may represent a reduced set of Pareto optimal UI placements using floating widgets placed in the user’s environment, as demonstrated in Figure 3 below. If the user activates one of these widgets, a new instance of the UI element is faded in at that position and other instances are faded out. Depending on the specific adaptation and application context, other presentation and selection methods may be more appropriate, such as showing semi-transparent duplicates of the UI to enable a better preview of the suggested solutions. If a higher level of automation is desired (e.g. because an application is highly time-sensitive or otherwise occupies the end-user), a default adaptation could be automatically suggested and the user would only have to select from the displayed alternatives if necessary. Which presentation and selection format is appropriate for a particular adaptive application is highly dependent on the chosen design variables, specific usage domain, and application characteristics. We anticipate, however, that UI properties related to appearance — e.g., position, color, or orientation — lend themselves well to duplication or to the use of symbols as presentation techniques. Overall, Preference Articulation contributes to effective adaptations in the following ways:

- It increases robustness against incomplete or inaccurate models as the user selects from a varied set of adaptation proposals and can further adjust them to fit their individual needs. The optimization objectives do not have to be perfect representations of the user’s preferences but are sufficient if they produce solutions that are close enough to a desired configuration.
- It allows for flexible adaptations as users can state their individual preferences for their unique context and can change them over time.
- It retains adaptation responsiveness as preferences are articulated during usage, after the optimization has completed. As a result, there is no delay between the articulation of preferences and the consequent adaptation.

5 IMPLEMENTATION

To implement our proposed UI adaptation approach, we build upon AUIT [3], a toolkit to create adaptive UIs within the Unity development platform. It allows creators to develop real-time adaptations using multi-objective optimization, interactively constructing a vector of objective functions capturing the adaptation goals. However, AUIT does not currently support many of the concepts proposed in our approach: notably, the current solver and architecture are implemented focusing on a single adaptation solution, and preferences are articulated a priori using a weighted sum. To demonstrate our approach, we extend AUIT with the following features: (1) support for solutions containing multiple adaptation proposals, (2) a new solver to approximate the Pareto frontier and reduce the solution set, and (3) an interaction technique that allows users to visualize the solution set as well as to select and correct one of the adaptation proposals. The solver is implemented in Python 3.9 using the pymoo [7] package and communicates with the Unity-based adaptation system using socket-based networking. By default, it uses NSGA-III [9] (population size: 100, number of generations: 100) in combination with AASF [48] decomposition ($\rho = 10^{-4}$) initialized with 10 reference vectors corresponding to well-spaced objective weight combinations calculated via Riesz s-Energy [8]. Our custom and extended AUIT implementation was developed using Unity 2021.3 and further includes the Oculus Integration Package v50 to demonstrate an adaptive layout system on a Meta Quest Pro head-mounted display (see Section 6 below). We provide both the source code and further documentation of our implementation in an online repository.

6 EXAMPLE APPLICATIONS: ONLINE 3D UI LAYOUT ADAPTATION

To illustrate the flexibility of our proposed approach to fit to many contexts and individual users, we apply our implementation to the problem of online 3D UI layout adaptation (cf. Section 3). In 3D UI layout adaptation, the position of a UI element in the user’s environment is adapted as the user dynamically changes their location, pose, and activity. This problem has previously been studied by focusing on specific use cases and adaptation criteria (see Section 2).

1https://github.com/christophajohns/auit-pareto-solver
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Figure 3: Whether an adaptation is perceived by the user as appropriate is dependent on the current usage context. With ParetoAdapt we offer a set of approximate Pareto optimal solutions for the user to choose the UI position that best fits their current context. For example, the user might prefer a browser window to be positioned in the middle of their field of view (left). If their left hand is occupied, however, they may find it most comfortable if the UI is placed to the right (middle), or to their left if their right hand is occupied (right).

Online adaptation of 3D UIs remains, however, a hard problem to solve due to the many contextual factors that may affect the user’s preferences and the many potential adaptations that can be chosen. In this demonstration, we present two worked use case examples for adaptive 3D UI systems: one simple and general, adapting the location of an application launcher in an open, uncluttered environment, and one more complex and specific, adapting the location of an interactive 3D object viewer in a cluttered office environment with complex objectives. The two examples serve to illustrate the benefits of the ParetoAdapt approach for both end-users and developers.

General Problem Definition. We define the 3D UI layout problem as a multi-objective optimization problem. Our design variable is a 3-dimensional vector denoting the position of the UI. As objectives, we employ two sets of adaptation measures related to visibility [3, 15], reachability [15], and semantics [13] that are inspired by prior literature on 3D UI layout adaptation. Our primary solver is the ParetoAdapt implementation described in Section 5 above. The adaptation is triggered by the user. The adaptation proposals are presented in the form of small 3D buttons displaying a shortcut icon and can be selected via touch. The user can adjust the position and rotation of the UI using pinch-and-drag. See the video for details.

6.1 Example 1: Ergonomically Adapting an Application Launcher

The first example focuses on a common use case in mixed reality settings: launching an application from a floating menu panel and positioning it for comfortable interaction. Consider a scenario where a user is at work and wants to review the practical details of an upcoming conference. They tap on their wrist to request the system’s application launcher. Dependent on the user’s surroundings and on their planned application use, they may prefer certain locations for both the application launcher and for the browser window that will eventually be displayed in its place (see Figure 3).

To find appropriate locations for the application launcher and browser window, we refine the general problem definition above. We constrain the potential locations of the UI to room-scale and include the ergonomic objectives from Section 3. We also add two objectives that further support the user’s comfortable viewing and touching of the UI: The first, Field-of-View, incentivizes UI positions near the center of the user’s view frustum. The second, Distance, rewards locations at around arm’s length distance from the user (ca. 80 cm). For formal definitions and implementation details of the objectives and constraints, see Appendix A.1.

The proposals that are selected via the decomposition and which are consequently displayed to the user offer meaningful adaptation options at different heights and at different distances to the center of the view frustum. Dependent on their personal and situational needs, the user may, for example, prefer a proposal in the center of their field of view at medium height (e.g., because the virtual content will be the focal point of their current activity) or may prefer an adaptation further down, up, left, or right (e.g., because one of their hands is currently occupied, because relevant information in their environment would be occluded, or because an otherwise preferred adaptation is currently inaccessible; see Figure 3).

The objectives define a true Pareto frontier that spans from the user’s waist to their eye level with all optimal proposals lying in front of the user at around arm’s distance. With the default settings, the ParetoAdapt solver quickly converges upon large stretches of this Pareto frontier with many proposals lying near their optimal locations. Some proposals in the final generation are positioned further from the user than formally optimal. This is an artifact of poor convergence and can be mitigated through tighter constraints, more efficient solvers, or more effective objective definitions. In practice, most poor proposals can be ignored by the user without degrading their overall experience. Convergence performance
should, however, be monitored as it may limit the system’s usability. Notably, the adaptation system does not require full knowledge of the contextual demands. The user can freely choose a starting adaptation from the set of generated proposals and adjust it as needed.

6.2 Example 2: Semantically Adapting a 3D Model Viewer

The second example illustrates a more specific and challenging scenario for the ParetoAdapt solver: placing a UI around a dense and cluttered physical environment and leveraging semantic associations between the UI and objects in the user’s environment (see Figure 4). Consider an architect’s office where various office supplies and desk accessories are scattered across a user’s workspace. The architect is currently working on a housing project and has a physical blueprint lying on their desk. To their right, a mixed reality messaging application is displaying chat messages from friends and family members. They decide to open a 3D viewer to inspect the CAD model for their current design project. Since both the user’s environment and their current activities pose challenging contextual demands on the appropriate positioning of the model viewer, adaptations are required.

We constrain the potential locations for the model viewer to be in front of the user at a reachable distance (between 30 and 80 cm) at a maximum 80 cm to the left or right of the view frustum’s center point. Starting with the ergonomic objectives discussed in Section 3, we add two further objectives that leverage the relation between the adapted UI and the virtual and physical objects in the user’s environment. These two objectives are inspired by the semantic objectives in [13] and [36] and constitute both a Semantic “Pull”, minimizing the distance between the UI and the most strongly positively associated anchor object in the user’s environment, and a Semantic “Push”, maximizing the distance between the UI and the most strongly negatively associated anchor object in the user’s environment. For this example, we manually define positive and negative association weights for the objects in the example environment. Here, the blueprint on the user’s desk receives the strongest positive association and the personal messaging application receives the strongest negative association.

The true Pareto frontier originally spans from the user’s waist to their eye level, distributing proposals across the interaction space (see Figure 4a). As more objectives are included, it is refined to eventually represent locations at various heights and distances from the positive and negative anchors (see Figure 4c). All optimal adaptations for this final formulation are pushed to the opposite side of the negative anchor. They are positioned either on a line originating from the negative anchor and intersecting the positive anchor or are located on the edge of the feasible space at various heights. The ParetoAdapt solver slowly converges upon this complex true Pareto frontier, positioning most proposals to the left of the blueprint at various heights. Similar to Example 1, some presented proposals have not yet converged and represent formally dominated or sub-optimal solutions. Depending on their needs and preferences, the user may choose a proposal that lies close to the physical blueprint, taking advantage of the semantic association between the two objects, or, for example, choose a position closer to eye level to spread their application windows out across the interaction space. By leveraging non-dominance as its optimality definition, the ParetoAdapt solver is able to accommodate these latent preferences with a wide and varied set of adaptation proposals.

Notably, even the simple ergonomic objectives presented in Section 3 suffice to create varied adaptation proposals at various heights and distances to the two semantic anchors. Even when the semantic criteria are not included in the optimization objectives, users can select adaptation proposals near preferred regions of the interaction space and further adjust them as needed. By focusing on a varied set of objectives that span a wide Pareto frontier across the interaction space, even heavily underspecified preferences can thus be accommodated by the adaptive system.

7 TECHNICAL EVALUATION

We conduct simulation-based experiments to examine whether our ParetoAdapt implementation sufficiently supports robustness and responsiveness, targeting three general research questions:

1. How can ParetoAdapt handle incomplete representation (i.e., underspecification) of the user’s preferences in the objectives?
2. How can ParetoAdapt handle inaccurate representation (i.e., misspecification) of the user’s preferences in the objectives?
3. How can ParetoAdapt work in real-time with many proposals?

There is a general need for flexible methods to evaluate UI adaptations, especially those aiming to fit to user preferences. A user study targeting the above questions would necessarily be tied to a specific use case and thus be highly vulnerable to specific implementation issues which may strongly bias the outcome. Therefore, we follow a simulation-based approach that allows us to measure and control the latent, complex, and highly context-dependent nature of real preferences.

7.1 Experimental Design

We represent end-user preferences as utility functions that linearly combine a set of satisfaction criteria expressed as cost functions (see Appendix A.2). These utility functions reflect qualities of real end-user preferences and are used to quantify an adaptation’s fit to a simulated user’s preferences. They are inspired by adaptation criteria from prior literature and include both workplace ergonomic metrics [3, 15, 35] (i.e., a neck, a shoulder, and a reachability objective) and semantic relatedness measures [13, 36] which are used to create a set of approximately naturalistic satisfaction criteria (see Appendix A.1). We parametrize the utility functions with a uniform probability distribution over their weight parameters to represent the variety and individuality of preferences that may be present in real end-user populations (cf. [41]). This linear form for the utility functions favors weighted sum-based adaptation, which will be the baseline in our evaluation.
Figure 4: The positions of the adaptation proposals change as the included objectives reshape the Pareto frontier. In this example scenario, a virtual 3D model of a house is to be placed in a cluttered mixed reality environment. In each of the three objective configurations, the location of the virtual model represents a potential default solution targeting a fair trade-off between the objectives. Alternative Pareto optimal adaptation proposals are represented by blue 3D icons. Real-world objects in the environment are colored in grayscale. Each figure is annotated with the included optimization objectives. Both a simplified representation with samples from the true Pareto frontier and screenshots from its approximation in a live system with many proposals are included. Even two simple objectives offer varied and meaningful adaptation proposals to end-users while any single solution may disregard valid alternative adaptations. The number of proposals to be displayed can further be controlled via the chosen Solution Set Reduction technique.

7.1.1 Condition 1: Objective Completeness. To investigate robustness, we consider a scenario where a developer has modeled an adaptation’s relevant satisfaction criteria but has incomplete information about the specific set and combination of satisfaction criteria for a given user and context. We examine (1) a subset relation, where most but not all satisfaction criteria for a given user are known and have been included in the problem formulation (incomplete), and (2) an equal relation, where all relevant satisfaction criteria have been included (complete). These two relationships are least affected by the choice of objective function formulation and, in our view, constitute both a realistic scenario for a well-designed adaptive UI system in the case of the subset condition and a best-case scenario for weighted sum optimization in the equal condition.
(for more detail on relationships between optimization objectives and satisfaction criteria, see Appendix A.4). The complete case includes the three ergonomic objectives described above: neck strain, shoulder strain, and distance. The incomplete case only features the two conflicting objectives neck strain and shoulder strain while the simulated users’ utility functions additionally include the distance (incomplete and semantic “push” and “pull” objectives (cf. Section 6: incomplete (incl. semantics)). Formally, this condition tests whether the end-user’s preferences can be accurately approximated using a linear combination of the optimization objectives.

7.1.2 Condition 2: Convex Pareto Frontier. In the second condition, we focus on concavity to evaluate robustness against non-convexity of the Pareto frontier. This constitutes a realistic scenario for an adaptive UI system since design problems typically are non-trivial (i.e., involve conflicting objectives), since both alternative non-convex shapes can be considered less realistic, and since local concavity is a feature of various complex Pareto frontier shapes. For a further explanation and discussion of the potential Pareto frontier shapes for adaptive UI systems, see Appendix A.5. The convex and non-convex conditions are achieved by altering the shape of the shoulder strain objective. In the non-convex condition, the shoulder strain grows linearly as the arm lift increases. In the convex condition, the shoulder strain grows exponentially as arm lift increases (see Appendix A.1). The difference between the absolute values produced by both functions for solutions along the Pareto frontier is kept to a minimum (< 20% in relative or < 0.02 in absolute difference between function values), which is favorable for weighted sum optimization.

7.1.3 Experimental Scenarios. We construct experimental scenarios that represent specific relationships between the optimization objectives and relevant satisfaction criteria.

1. complete and convex: Best-case scenario for the weighted sum as all satisfaction criteria are known and accurately modeled.
2. complete and non-convex: Optimistic scenario as all general satisfaction criteria are known, the utility function has the same form as the optimization objective (i.e., a weighted sum), and the relative weights in the global optimization criterion match the expected weights in the utility functions. Yet, one satisfaction criterion is modeled inaccurately; the shoulder strain objective uses a linear instead of an exponential form.
3. incomplete and convex: Optimistic scenario as most satisfaction criteria are known and have been accurately modeled. However, the distance criterion has been excluded, for example, because it was unknown, only occurs in certain individuals, or because it is specific to a context (e.g., where reach is particularly important).
4. incomplete and non-convex: A pessimistic scenario where the satisfaction criteria are partially modeled (i.e., the shoulder and neck strain objectives). However, the distance criterion has been excluded which adds noise to the utility, and the shoulder strain criterion has been modeled inaccurately resulting in a concave Pareto frontier shape.
5. incomplete (incl. semantics) and non-convex: The most pessimistic scenario where the satisfaction criteria are most heavily under-specified (i.e., the distance, semantic “pull” and semantic “push” objectives have not been included). The shoulder strain criterion is furthermore misspecified as a linear function, resulting in a concave Pareto frontier shape.

7.1.4 Dependent Variables. First, to evaluate robustness, we utilize the utility functions described above. An adaptation technique is considered to produce preferred adaptation proposals if the proposals achieve higher maximum utility. We assume that end-users ignore poor adaptation proposals and will only be affected by the quality of the best, and currently do not consider potential other impacts of presenting many proposals. Second, to evaluate the performance implications, we measure the time from the start of the optimization until the final set of adaptation proposals has been computed.

Based on preliminary experiments, we employ a set of concrete algorithms (NSGA-III), decomposition techniques (AASF), hyper-parameter settings (population size: 100, number of generations: 100, \( \rho = 10^{-4} \)), and design variable ranges (room-scale with full element rotation, see Appendix A.3). The NSGA-III algorithm, in particular, was selected because it can be used to solve both single-objective and multi-objective optimization problems and thereby allows for performance comparisons between both weighted sum and vectorized problem formulations.

7.1.5 Independent Variables. We investigate the effect of:

- **Optimization Method**: a priori weighted sum and a posteriori ParetoAdapt.
- **Number of Proposals**: 1 and 10 as the maximum number of adaptation proposals.

In the 1 proposal conditions, both the weighted sum and the AASF decomposition employ equal weights for all optimization objectives since it reflects the expected relative weights for our sampled utility functions. In the 10 proposal conditions, we utilize Riesz s-Energy [8] to generate weight combinations corresponding to well-spaced compromise solutions for the AASF decomposition in the ParetoAdapt condition and return a maximum of 10 global optima generated via 10 total runs of the optimization for the equally weighted sum. To account for the randomness in the solvers and decomposition techniques, we further conduct 10 trials for each optimization run using different seeds. Finally, we evaluate both the effectiveness and real-time performance in a comparison with a sample of 100 utility functions, yielding 20,000 population evaluations with 110,000 utility evaluations and 1,000 maximum utility values per experimental condition in total. A random baseline is further included for each of the conditions. This baseline corresponds to the utilities of 1,000 randomly generated UI adaptations and can be used to anchor the results of our performance evaluations with regard to the scale and shape of the utility function. All experiments are conducted on a MacBook Pro with an Apple M1 Pro CPU using Python 3.9.

7.2 Results

The results are displayed in Figure 5 and further detailed in Table 2 in Appendix A.6. They present the distributions of maximum utility for all utility functions and optimization runs per optimization method, maximum number of proposals, and experimental condition.
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Figure 5: Results of our simulation-based evaluation for maximum utility and runtime performance. The expected utility for each scenario is marked with a dashed grey line.

7.2.1 Robustness. Our implementation achieves similar or higher maximum utility compared to the weighted sum optimization for all experimental conditions. The number of proposals and accuracy/completeness of the optimization objectives strongly affect the adaptation quality and responsiveness. We find a wide distribution for the incomplete/non-convex and incomplete (incl. semantics)/non-convex scenarios as our approach cannot completely overcome the issue of poorly formulated and incomplete optimization objectives.

In the incomplete cases, when the utility functions do not include all preference criteria (i.e., the distance criterion and the semantic criteria are not included in the optimization objectives), the performance of all adaptation techniques is affected and all distributions of maximum utility are stretched. Our implementation is, however, least affected by this noisiness of end-user utility overall. It retains a distribution centered above the expected utility with a comparatively tight range. It further retains a similarly high maximum utility for some utility functions to repeated weighted sum optimization across all four experimental scenarios while maintaining interactive adaptation speed. Single-proposal adaptation techniques are more strongly affected by both weak and strong incompleteness of the optimization objectives. Heavy underspecification of the optimization objectives (i.e., the incomplete (incl. semantics)/non-convex scenario) negatively affects the quality of adaptations across all adaptation techniques without a clear difference between the weighted sum and our implementation.

Non-convexity affects all adaptation techniques except for our proposed implementation with multiple adaptation proposals. It is less affected across both number-of-proposal conditions than weighted sum optimization, retaining a similar distribution for both completeness conditions above the expected utility, which matches our earlier reflections on limitations of weighted sum UI optimization. By contrast, non-convexity considerably impacts the effectiveness of weighted sum optimization. This effect is, however, dampened when providing multiple adaptation proposals.

(e.g., fully automatic adaptation), our technique offers more control than weighted sum optimization as represented by the tighter distribution anchored to a similar maximum utility. As a result of its wider distribution, the weighted sum with a single proposal does, however, achieve higher maximum utility for some utility functions in all conditions.

7.2.2 Responsiveness. Our illustrative implementation generates adaptation proposals in ca. 2 seconds independent of the number of adaptation proposals across all scenarios. By contrast, the runtime of the weighted sum optimization ranges from 1.5 seconds to around 15 seconds and scales nearly linearly with the number of adaptation proposals. Both techniques achieve near real-time performance and could substantially be improved in terms of software architecture, algorithm, hyperparameter, and hardware choice.

8 DISCUSSION

The core problem of effective adaptations lies in the approximation of the user’s true preferences. Our evaluation shows that ParetoAdapt is more robust to inaccuracy in the form of non-convexity of the Pareto frontier and incompleteness of the optimization objectives in the form of unspecified preference criteria than weighted sum UI optimization in this regard. Especially when providing multiple adaptation proposals, it requires no prior knowledge about appropriate relative weights or conflicts between optimization objectives or satisfaction criteria to provide effective adaptations. Our results further suggest that ParetoAdapt scales well with the number of adaptation proposals but does introduce a flat cost in terms of run-time performance compared to weighted sum optimization and requires efficient algorithms to quickly converge upon the true Pareto frontier. Effectiveness remains, furthermore, sensitive to the shape and scale of unrecognized satisfaction criteria as exemplified by the distance semantic objectives included in our incomplete experimental conditions.
We find that ParetoAdapt has great potential to provide effective adaptations when user-preferred adaptation solutions lie on or near the Pareto frontier in either the design space (e.g., in the user’s environment) or in the criterion space, that is, the adaptation represents a similar or equivalent trade-off between conflicting satisfaction criteria. In these cases, the adaptation proposals constitute effective starting points for finer correction of the UI configuration, providing users with some benefits of fully-automated adaptation (e.g., reduced interaction effort) while retaining the precision of manual configuration. These benefits are the result of a basic underlying idea: Users recognize what they want from an adaptation for a given context and can correct the UI’s configuration to fit those needs. This trust in user capabilities allows our approach to loosen the requirements and assumptions of the UI optimization problem and focus on variety of adaptation proposals rather than the precision of a single automatic adaptation.

Limitations and Future Work. While our approach provides a significant leap over the prior methods, how user preferences are captured can yet be improved as described in Figure 6. Preference approximation can potentially guide such efforts. By viewing the optimization problem formulation not as a static entity but as a hypothesis about satisfaction criteria to be continuously refined (e.g., through the addition or combination of objectives, the selection of design variables, or the addition of constraints), the adaptations may be continuously improved in turn. The user’s selection from a set of adaptation proposals and consequent correction developed here may provide a nuanced and natural way to generate high-quality information for learning or optimization-based preference approximation approaches in this regard.

In this work, we have further focused on the technical limitations of optimization-based adaptation approaches. We, thus, developed a systematic evaluation setup that can reliably produce these conditions of interest at sufficient scale while remaining flexible and easy to extend. It offers empirical support why multiple proposals may be perceived as beneficial by end-users. It is, however, limited in the types of support it can provide. The effects of our adaptation approach on subjective criteria related to user satisfaction (e.g., cognitive load, transparency, or perceived control) remain unclear. An end-user study investigating the effect of factors such as the chosen presentation and selection techniques, number and distribution of adaptation proposals, and responsiveness of adaptations may aid in this effort. A key challenge will be to explore and understand the effect that bundles of adaptations have on these subjective criteria. While previous work has largely focused on the evaluation of a single adaptation’s quality, this will require new research on the joint perception of multiple adaptations and adaptation proposals and may enable the development of novel adaptive systems that explore the opportunities of semi-automatic adaptation techniques and concurrent parallel adaptations.

Overall, ParetoAdapt has been developed focusing on semistationary environments where interaction episodes are long or involved enough to warrant careful setup of the UI but dynamic enough to warrant continuous adaptation. It represents a support system that aims to reduce the effort required to create effective UI configurations. We suspect, however, that fully dynamic environments, where bad adaptations do not strongly affect system usability but manual correction would introduce high interaction costs, do not lend themselves well to semi-automatic adaptations as proposed here. Instead, these conditions may benefit from fully-automatic default adaptations that may be corrected by the user or adaptation proposals that can be requested on demand. Whether ParetoAdapt can successfully cover such use cases remains an open question for future research.

Finally, we note that our approach is not limited to the specific 3D UI adaptation examples we have highlighted here. Instead, it can be applied to a wide range of UI optimization problems where multiple, potentially conflicting objectives need to be considered. In the context of 3D UI adaptation, other objectives related to, for example, visibility [3, 13, 31, 36], reachability [3, 13, 15], semantics [13, 36], spatio-temporal consistency [3], user-specified preference regions [36], or cognitive load [31] may be explored. Similarly, alternative design variables, for example related to a UI’s level of detail [31], may be considered. Since ParetoAdapt does not require objective normalization or manual weighting and since it does not limit the choice of design variables, such measures and UI properties can easily be included in the adaptation problem formulation and allow ParetoAdapt to integrate well with plug-and-play UI optimization toolkits such as AUIT [3]. A human-in-the-loop vectorized multi-objective optimization approach may also be applied to optimization problems outside the domain of 3D UIs where objectives span meaningful sets of trade-off solutions. For example, in the domain of information visualization, so-called degree-of-interest criteria commonly formalize qualities of appropriate visualization configurations and are continuously optimized to identify interesting visualization opportunities (see, for example, [23]). These objectives are typically combined into a single global objective using a weighted sum but generally define a set of Pareto optimal visualizations that may offer diverse insights for data curators and analysts. Such visualizations would, for example, lend themselves well to parallel data exploration in the form of multiverse analysis where each analysis option represents a different Pareto optimal visualization configuration. Online multi-objective UI optimization with a posteriori articulated preferences may thus open interesting opportunities across application domains and warrants further exploration in future work.

9 CONCLUSION

In this paper, we proposed a novel approach for online UI adaptation based on multi-objective optimization with a posteriori articulated preferences titled ParetoAdapt. Our approach generates a set of Pareto-optimal adaptation proposals that users can choose from, rather than relying on global criterion optimization methods that may not meet their expectations. We investigated and discussed factors that can impact adaptation usability, including optimization method, inaccuracy and incompleteness of optimization objectives, and the number of adaptation proposals. Our experiments indicated that our approach can provide effective proposals for semi-automatic online UI adaptation. We have discussed several opportunities for future research, including investigating the effect on other aspects of users’ experience such as cognitive load and refining the optimization problem formulation over time. While this work has demonstrated our proposed approach by adapting...
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Figure 6: How can we best capture end-user preferences? An adaptation may (1) be dominated and not optimal, (2) be infeasible, (3) represent a different trade-off between conflicting objectives, or (4) lie on a non-convex part of the Pareto frontier. ParetoAdapt captures the latter two issues, and proposed manual correction as a remedy for the former. This leaves dominated and infeasible preferred adaptations for future work, potentially via preference approximation.

the layout of an adaptive mixed reality application, we believe that ParetoAdapt can generalize to problems beyond layout adaptation, offering a wealth of avenues for future research.
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A APPENDIX

A.1 Optimization Objectives

For our demonstrative application and technical evaluation, we extend the objectives implemented in the AUIT [3] adaptation framework to include a neck strain objective $F_{neck}$, a shoulder strain objective $F_{shoulder}$ — both in a linear ($F_{shoulder,lin}$) and an exponential variant ($F_{shoulder,exp}$) —, a distance objective $F_{dist}$, and a set of semantic objectives, semantic “pull” ($F_{semantical,pull}$) and semantic “push” ($F_{semantical,push}$). The objectives are implemented as AUIT Adaptation Objectives [3] and interfaced with the off-the-shelf multi-objective optimization solvers provided by the pymoo [7] Python package using a custom AUIT Solver. The source code for the implementation of the objectives and solver are available at [Link omitted for anonymization].

**Neck strain.** The neck strain objective $F_{neck}$ is based on the RULA [35] neck ergonomics metric and defined as the angle between a vector from the eyes to the target’s projection on the xz-plane at the eye position’s height (i.e., forward in the direction of the element) and a vector from the eyes to the UI element (i.e., to the adaptation). The objective has a minimum value of 0 if the UI element is at eye level of the user and a maximum value of 1 if the UI element is directly above or below the user’s eyes. If the element is at the user’s eye position, the objective has a value of 1:

$$F_{neck}(\beta) = \begin{cases} \frac{1}{\beta} & \text{if } \beta = \pm \frac{\pi}{2} \\ 1 & \text{otherwise} \end{cases}$$

(2)
Shoulder load. The shoulder load objective \( F_{\text{shoulder}} \) is based on the RULA [35] shoulder ergonomics metric and defined as the angle between a vector from the shoulder straight down and a vector from the shoulder to the UI element (i.e., adaptation). The objective has a minimum value of 0 if the UI element is directly below the shoulder of the user and a maximum value of 1 if the UI element is directly above the user’s shoulders. If the element is at the user’s shoulder position, the objective has a value of 1. To generate a convex Pareto frontier shape, we use the formulation where the cost grows quasi-exponentially in periodic intervals with the arm angle:

\[
F_{\text{shoulder,lin}}(\theta) = \frac{\theta}{2\pi} \quad (3)
\]

where \( \theta \) is the angle between the vectors.

To generate a non-convex (concave) Pareto frontier shape, we use a formulation where the shoulder strain cost grows linearly with the arm angle:

\[
F_{\text{shoulder,exp}}(\theta) = \begin{cases} 
\frac{\sin(\theta \mod 2\pi)}{\sin(\pi)} & \text{if } \theta \mod 2\pi \leq \pi \\
\frac{\sin(\pi - \theta \mod 2\pi)}{\sin(\pi)} & \text{otherwise}
\end{cases} \quad (4)
\]

where \( \theta \) is the angle between the vectors in radians and \( \alpha \) is a parameter that controls the steepness of the curve. The closer \( \alpha \) is to 1, the less concave the resulting Pareto frontier will be. The parameter \( \alpha \) is set to 2 for all of our evaluations to limit the absolute and relative differences in function values between the linear and exponential objective formulation.

Distance. The distance objective \( F_{\text{dist}} \) is defined as the distance between the user’s shoulder joint and the UI element (i.e., adaptation proposal). The objective has a minimum value of 0 if the UI element is within reach of the user as defined by a reachability threshold (i.e., arm length plus tolerance) and a maximum value striving toward 1 if the UI element is outside of the reachability threshold. If the element is at the user’s shoulder position, the objective has a value of 1:

\[
F_{\text{dist}}(d) = \begin{cases} 
1 & \text{if } d \leq l + t \\
\frac{\sin(\pi - (d - l - t))}{\sin(\pi)} & \text{otherwise}
\end{cases} \quad (5)
\]

where \( d \) is the distance between the user’s shoulder joint and the UI element, \( l \) is the user’s arm length, \( t \) is the reachability tolerance and \( a \) is a constant that controls the rate of decay. In our experiments, we set \( l \) to a value of 0.7, \( t \) to a value of 0.01 and \( a \) to a value of 0.5.

Semantics. The semantic mismatch criterion \( F_{\text{semantics}} \) comprises two subobjectives combined into a single measure using weights [13]. Here, to allow for combination with other objectives in a weighted sum, we bound and normalize the objective using sigmoid normalization.

\[
F_{\text{semantics}}(x) = \frac{2}{1 + e^{w_{\text{pull}}F_{\text{semantics, pull}}(x) - w_{\text{push}}F_{\text{semantics, push}}(x)}} \quad (6)
\]

where \( x \) is the position of the UI element, \( w_{\text{pull}} \) is the weight of the semantic ‘pull’ objective \( F_{\text{semantics, pull}} \) and \( w_{\text{push}} \) is the weight of the semantic ‘push’ objective \( F_{\text{semantics, push}} \). We set \( w_{\text{pull}} = 0.375 \) and \( w_{\text{push}} = 0.625 \) according to [13].

The semantic ‘pull’ objective \( F_{\text{semantics, pull}}(x) \) minimizes the distance between the UI element and the most strongly positively associated object \( o \).

\[
F_{\text{semantics, pull}}(x) = \max_o \frac{a_{o}^+}{\delta_{x,o}} \quad (7)
\]

where \( a_{o}^+ \) is the positive association strength of the UI element and the object in the user’s environment \( o \) and \( \delta_{x,o} \) is the Euclidean distance between the UI element at position \( x \) and object \( o \).

The semantic ‘push’ objective \( F_{\text{semantics, push}} \) minimizes the distance between the UI element and the most strongly negatively associated object \( o \).

\[
F_{\text{semantics, push}}(x) = \max_o \frac{a_{o}^-}{\delta_{x,o}} \quad (8)
\]

where \( a_{o}^- \) is the negative association strength of the UI element and the object in the user’s environment \( o \) and \( \delta_{x,o} \) is the Euclidean distance between the UI element at position \( x \) and object \( o \).

We manually define the associations between the UI element and objects in the user’s environment so that the object with the strongest positive association of \( a^+ = 1.0 \) is positioned at \( o^+ = (-0.4, -0.4, 0.3) \) and the object with the strongest negative association of \( a^- = 1.0 \) is positioned at \( o^- = (0.4, -0.4, 0.2) \), replicating the configuration presented in [13].

A.2 End-User Utility Functions

The end-user utility function as employed in our technical evaluation is:

\[
U = 1 - \frac{\sum_{i=1}^{k} w_{i} F_{i}(x)}{\sum_{i=1}^{k} w_{i}} \quad (9)
\]

where \( U \) is the end-user utility (i.e., the value derived from) a UI configuration \( x \) computed as the sum of the partial utilities indicated by \( k \) cost functions \( F(x) \) and weighted by the weights \( w \). The UI configuration \( x \) is defined as a 7-dimensional vector combining the UI’s three-dimensional position and four-dimensional rotation as described in Section 6. The utility is normalized to a range from 0 to 1 using the sum of all weights \( w \) and all cost functions \( F(x) \) ranging from 0 to 1. Whether a UI configuration \( x_1 \) is preferred over a configuration \( x_2 \) is determined by the relationship between their two utilities:

\[
x_1 > x_2 \quad \text{if} \quad U(x_1) > U(x_2) \quad (x_1 \text{ is preferred})
\]

\[
x_1 \sim x_2 \quad \text{if} \quad U(x_1) = U(x_2) \quad (x_1 \text{ is indifferent to } x_2)
\]

\[
x_1 < x_2 \quad \text{if} \quad U(x_1) < U(x_2) \quad (x_2 \text{ is preferred})
\]

A.3 Optimization Constraints

We limit the feasible positions in our demonstration (see Section 6) to room-scale:

\[
g_1 : -3 \leq x_1 \leq 3
\]

\[
g_2 : -2 \leq x_2 \leq 2
\]

\[
g_3 : -3 \leq x_3 \leq 3
\]

These constraints correspond to 3D position and rotation as used in the Unity development platform.
A.4 Relationships Between Optimization Objectives and Satisfaction Criteria

There are five potential relationships between the selected optimization objectives and the true satisfaction criteria if they belong to the same greater set of cost functions. The first four constitute an *incomplete* condition in the terminology of this study, the last a *complete* condition:

- **Subset (SUB):** The optimization objectives are a subset of the true satisfaction criteria; the satisfaction criteria have been under-specified and a relevant quality of satisfying adaptations has not been considered that adds noise to the estimation of end-user utility.
- **Superset (SUP):** The optimization objectives are a superset of the true satisfaction criteria; the satisfaction criteria have been over-specified and an irrelevant quality of UI configurations has been considered in the optimization that adds noise to the estimation of end-user utility.
- **Incomplete Intersection (INT):** The optimization objectives and the true satisfaction criteria intersect (i.e., have metrics in common) but both include further criteria; not all relevant satisfaction criteria were considered but additional irrelevant objectives were included in the optimization that add noise to the estimation of end-user utility.
- **Disjoint (DIS):** The optimization objectives and the true satisfaction criteria do not intersect; none of the relevant satisfaction criteria were considered but instead other irrelevant objectives were included in the optimization, the reported estimation of end-user utility is thus entirely determined by the specific objectives and objective formulations that were chosen.
- **Equal (EQU):** The optimization objectives and the true satisfaction criteria are identical; all relevant satisfaction criteria were considered and no others, end-user utility can perfectly be estimated using a linear combination of the optimization objectives.

In the evaluation presented in the body of this paper, we focus on the subset (SUB) and equal (EQU) relations to represent the incomplete and complete conditions respectively.

A.5 Pareto Frontier Shapes in UI Optimization

Four shapes of the Pareto frontier are of particular interest for UI optimization and adaptive UIs:

- **Point:** The Pareto frontier is collapsed to a single point that still may consist of multiple equivalent (i.e., indifferent) UI configurations; there is only a single feasible trade-off between conflicting objectives or no conflicts exist at all.
- **Linear:** The Pareto frontier reflects a perfect trade-off between conflicting objectives where improving one objective by one unit anywhere on the Pareto frontier necessarily worsens the other objective(s) by one unit and vice versa; there is a range of feasible trade-offs, but a weighted sum may return either a single-objective optimum (depending on the specific weights) or any of these trade-offs at random (if the weights perfectly match the slope of the Pareto frontier).
- **Convex:** The Pareto frontier has regions where moving from one objective’s global optimum towards a compromise solution by steadily increasing the cost for that objective implicates a decelerating increase in cost for at least one other objective; an equally-weighted sum has its optimum at a compromise solution.
- **Concave:** The Pareto frontier has regions where moving from one objective’s global optimum towards a compromise solution by steadily increasing the cost for that objective implicates an accelerating increase in cost for at least one other objective; an equally-weighted sum has its optimum at one of the individual objective’s global optima.

Out of the three non-convex shapes, the evaluation presented in the body of this paper focuses on concavity as the non-convexity condition, since a linear Pareto frontier constitutes a special case of conflicting objectives while a point shape denies such conflicts altogether. We acknowledge, however, that point shapes and — in very rare cases — even linear Pareto frontiers may still be possible in practical adaptive UI applications.

A.6 Further Results

Further details of the evaluation results are displayed in Table 2 on the next page.
### Table 2: Maximum Utility and Runtime by Optimization Method, Maximum Number of Proposals, and Scenario

<table>
<thead>
<tr>
<th>Optim</th>
<th>No. Props</th>
<th>(U_{\text{max}}) (SD)</th>
<th>(t) (in s; SD)</th>
<th>(U_{\text{max}}) (SD)</th>
<th>(t) (in s; SD)</th>
<th>(U_{\text{max}}) (SD)</th>
<th>(t) (in s; SD)</th>
<th>(U_{\text{max}}) (SD)</th>
<th>(t) (in s; SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WS</td>
<td>1</td>
<td>0.90 (0.03)</td>
<td>1.64 (0.02)</td>
<td>0.91 (0.06)</td>
<td>1.54 (0.04)</td>
<td>0.64 (0.14)</td>
<td>1.53 (0.02)</td>
<td>0.80 (0.09)</td>
<td>1.48 (0.02)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.90 (0.03)</td>
<td>15.20 (0.08)</td>
<td>0.91 (0.04)</td>
<td>14.95 (0.05)</td>
<td>0.64 (0.14)</td>
<td>15.66 (0.31)</td>
<td>0.80 (0.06)</td>
<td>14.78 (0.06)</td>
</tr>
<tr>
<td>Ours</td>
<td>1</td>
<td>0.89 (0.00)</td>
<td>2.30 (0.18)</td>
<td>0.89 (0.01)</td>
<td>2.06 (0.03)</td>
<td>0.70 (0.11)</td>
<td>2.13 (0.03)</td>
<td>0.72 (0.09)</td>
<td>2.04 (0.02)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.93 (0.03)</td>
<td>2.15 (0.04)</td>
<td>0.93 (0.03)</td>
<td>2.05 (0.02)</td>
<td>0.79 (0.06)</td>
<td>2.11 (0.02)</td>
<td>0.79 (0.06)</td>
<td>2.06 (0.03)</td>
</tr>
</tbody>
</table>

### Table 3: Maximum Utility and Runtime by Optimization Method, Maximum Number of Proposals, and Scenario (Cont.)

<table>
<thead>
<tr>
<th>Optim</th>
<th>No. Props</th>
<th>(U_{\text{max}}) (SD)</th>
<th>(t) (in s; SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WS</td>
<td>1</td>
<td>0.70 (0.07)</td>
<td>1.51 (0.02)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.73 (0.06)</td>
<td>14.96 (0.06)</td>
</tr>
<tr>
<td>Ours</td>
<td>1</td>
<td>0.67 (0.07)</td>
<td>2.04 (0.03)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.72 (0.06)</td>
<td>2.04 (0.03)</td>
</tr>
</tbody>
</table>