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Computational media describes a vision of software, which, in contrast to application-centric software, is (1) malleable, so users can modify existing functionality, (2) computable, so users can run custom code, (3) distributable, so users can open documents across different devices, and (4) shareable, so users can easily share and collaborate on documents. Over the last ten years, the Webstrates and Codestrates projects aimed to realize this vision of computational media. Webstrates is a server application that synchronizes the DOM of websites. Codestrates builds on top of Webstrates and adds an authoring environment, which blurs the use and development of applications. Grounded in a chronology of the development of Webstrates and Codestrates, we present eight tensions that we needed to balance during their development. We use these tensions as an analytical lens in three case studies and a game challenge in which participants created games using Codestrates. We discuss the results of the game challenge based on these tensions and present key takeaways for six of them. Finally, we present six lessons learned from our endeavor to realize the vision of computational media, demonstrating the balancing act of weighing the vision against the pragmatics of implementing a working system.
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1 INTRODUCTION

Software has today become synonymous with applications: bundles of functionality built for a specific domain and with a clear distinction between who the developer is and who the user is. Software as computational media is a vision of an alternative model to the application-centric one. It blurs the distinction between who is the
Fig. 1. Applications (left) versus computational media (right). diSessa [14] describes that “[m]onolithic, nonmodifiable applications have gaps and overlaps” (left) and, in contrast, a “computational medium allows seeding with small but extendible tools (black dots), but these tools can be organically enriched, altered, and combined, as successive layers here show” (right) (figure adapted from [14] and reprinted from [50] with authors’ permission).

developer and who is the user of software and the boundaries between application domains [15]. With traditional application-based software, we may use one tool to write notes, another tool to process data, a third tool to create a presentation, and a fourth to communicate with our colleagues. With software as computational media these four activities can happen in the same medium or in different depending on how the user combines their tools. Figure 1 shows how diSessa illustrates the distinction between software as applications and as computational media. diSessa [14] regards functionality in applications as “nonmodifiable” while computational media enables extending and combining functionality.

In our work, we study the potential of computational media\textsuperscript{1} as means for computer users to take control over their software and as a material foundation for the development of computational literacy.

We have articulated four principles that modern computational media should strive towards [35, 51]: That it should be \textit{malleable}, so that users can adapt and repurpose their tools and documents in idiosyncratic ways. That it should be \textit{computable}, so users can execute arbitrary computations in any document and in any use situation. A modern computational medium should also provide the affordances we have come to expect from today’s software: that we can collaborate in real-time and use the many different devices we have at hand. Therefore, computational media should be \textit{distributable}, so that tools and documents move easily across devices and platforms, and \textit{shareable}, so that users can collaborate synchronously as well as asynchronously while using their own personal tools.

We see computational media as collections of \textit{information substrates} [4] – software artifacts that combine content, computation, and interaction and can be treated as documents or tools depending on their use. A particular information substrate can exhibit characteristics of a conventional application but can also be shared and repurposed based on the affordances of the computational medium.

\textit{Webstrates} [35] is a web-based prototype that, since 2012, has served as a vehicle for us to explore the affordances, potentials, and consequences of software as computational media. It is based on a pragmatic attempt to create

\textsuperscript{1}We have previously used the term \textit{Shareable Dynamic Media} [35] as a play on Kay and Goldberg’s \textit{Personal Dynamic Media} [33]. We later adopted the more straightforward \textit{Computational Media} as introduced by diSessa and Abelson [15] for the same vision. We acknowledge that computational media is now also used in everyday language as an umbrella term for interactive software such as games, visualizations, interactive fiction, etc. In our work, we use the concept to denote software that exhibits a specific set of qualities that we will unfold in the following.
computational media by changing how web pages traditionally work: a webstrate (web + substrate) is a web page where any changes to its content, behavior, and appearance are automatically persisted on the Webstrates server and synchronized with all the users that are currently viewing it. Thus, any webstrate can be collaboratively edited in real-time, including edits to program code embedded in the page. Klokmose et al. [35] demonstrated how Webstrates supports the creation of software that allows users not only to collaboratively author documents in real-time but also to collaboratively extend and reprogram their authoring tools while they are in use. Whether software served as a tool or as the object of a computing activity became a phenomenon of use instead of being dictated by the software itself. Over the years, Webstrates has been used to explore these software qualities in the contexts of design [12, 30], scientific work [50], public libraries [24, 66], video editing [36], programming assignments [9], data analytics [1, 27, 46], collaborative affinity diagramming [40], and video conferencing [25].

While Webstrates demonstrably enables a number of use cases that are either extremely cumbersome or practically impossible to achieve with traditional software, the conflation of the space of using and developing software also introduces tensions between design principles and practical matters. In this paper, we anecdotally present eight tensions between the vision and the practical realization of computational media that we have identified in the ten year process of creating Webstrates as well as making software with Webstrates. We present three examples of past Webstrates-based projects where some of these tensions have materialized. Furthermore, we introduce Codestrates v2 and Cauldron [5]: a software development platform and code-authoring tool based on Webstrates that instantiate the latest decisions and compromises in our exploration of the tensions between our principled vision and practical limitations. We report on the outcomes of a three-week programming challenge using Codestrates v2 and Cauldron, describing how this particular path in the realization of computational media affected users’ understanding and appreciation of it. Last, we contribute six lessons learned from our attempts to practically realize a modern vision of computational media:

L1: There is a critical difference between a system being technically reprogrammable and it being malleable to the user in praxis.
L2: Real-time collaboration is both a blessing and a curse, and mechanisms to support switching between synchronous and asynchronous collaboration in programming are essential — particularly for collaborative programming.
L3: New concepts demand immediate and perceptible value for end-users to appropriate them and use them.
L4: Systems that are both real-time collaborative in use and development require a code execution model geared towards collaborative live programming.
L5: Technically competent users can get carried away by the vision and suspend their reflections on what is technically possible, which leads to frustration when their expectations are not met.
L6: Whatever user interface the users are provided will control the formation of their mental model of the whole system and its core principles, and users are quick to form conceptual blends with what is already familiar to build a working understanding, sometimes creating an uncanny-like effect when their understanding does not match the reality.

The paper is structured as follows: Section 2 positions our work towards related work on reprogrammable software and computational media. Section 3 summarizes the Webstrates and Codestrates platforms, and Section 4 presents a historical overview of their development. Section 5 describes eight tensions that have influenced the development of Webstrates and have been key concerns in the translation of vision to practice. Section 6 presents three Webstrates-based projects and examples of how tensions have materialized in them. Section 7, Section 8, and Section 9 present the procedure and results of a study with twelve participants on a three-week programming challenge using Codestrates v2 and Cauldron. Lastly, Section 10 discusses our lessons learned in the process of realizing the vision of computational media.
2 RELATED WORK

The vision of computational media originates from Kay’s first idea of the Dynabook [33] — a personal computer to support children in “learning by doing.” This idea evolved into a vision of personal computing that should be accessible to anyone, which came with the challenge of supporting countless types of activities for all sorts of users: “The total range of possible users is so great that any attempt to specifically anticipate their needs in the design of the Dynabook would end in a disastrous feature-laden hodgepodge which would not be really suitable for anyone” [32].

This inspired Kay and Goldberg’s vision of personal dynamic media, a flexible software medium that would “allow ordinary users to casually and easily describe their desires for a specific tool” [32]. Kay and Goldberg compared such a malleable software to tangible materials like paper or clay, which are highly flexible and can serve unanticipated purposes when manipulated with the right tools. Other motivations that drove early research on computational media were to make software easy to learn and easy to program [15]. diSessa pointed out a tension between designing powerful systems, which can support unanticipated tasks, and their ease of use. He speculated that “a system composed of a large number of similar but subtly different structures is hard to learn and prompts mistakes and confusions” [13]. His vision aligned with that of Kay and Goldberg in that he argued for an integrated environment that served broad functionality by allowing users to modify it to their own needs rather than by offering a great number of pre-designed and specialized tools. Our vision of computational media builds on top of this vision and also emphasizes malleability and the possibility of users to modify their software to their idiosyncratic needs and combines it with a push for shareability and distributability as central aspects of modern computational media. These properties are essential in the current web of interconnected devices such as smartphones, tablets, laptops, and desktop computers, which stirs towards Weiser’s vision of ubiquitous computing [64].

Early attempts to realize such visions of highly flexible and personal software typically led to the design of programming environments or languages that were simple enough for novices to manage. diSessa explored the idea of a reconstructible computational medium [14] and created, together with Abelson, the Boxer platform [13, 15]. diSessa and Abelson [15] compared using Boxer to “moving around in a large two-dimensional space.” They applied a principled approach to designing Boxer, for example, by employing principles such as spatial metaphors and naive realism. This way, Boxer aimed to leverage a person’s knowledge about space to navigate code in boxes. Boxes could be nested in each other, allowing to build structures of boxes to create applications, yet still making it possible to inspect and modify any code in nested boxes at runtime. Ingalls et al. [28] created Squeak based on the Smalltalk language which was used in the interim Dynabook prototype by Kay and Goldberg [32]. Squeak was a Smalltalk implementation whose virtual machine and programming tools were also written entirely in Smalltalk, which meant that all source code was available at all times and users could debug and change their programming environment in runtime with the same tools they used to develop end-user applications. The Lively Kernel system later lifted the idea of Smalltalk and Squeak to the web and made it possible to use the dynamic platform in a web browser [29]. Webstrates, similarly, uses the web as its foundation to pragmatically leverage its ubiquity, ecosystem of tools, and resources for learning. Compared to The Lively Kernel project, while sharing many similarities, Webstrates is built around shareability and real-time collaboration as its core principles. Where The Lively Kernel introduces a new conceptual model for interactive components (based on Morphic [45]), Webstrates, in contrast, simply builds on the existing building blocks of the web.

Designing software so that it supports unanticipated needs has also been a core interest of the HCI and CSCW communities, often framed as “tailorable” software. Eagan et al. [17] argue that “there is a gap between the designers’ conception of how software will be used and its actual use,” and propose that users should be able to tailor their software to meet their needs as they change over time. For one example of such software, consider Robertson et al. [56], who implemented a system of modifiable buttons which "encapsulate appearance and
behavior that is user tailorable” and that “are persistent objects and may store state relevant to the task they
perform” [56]. MacLean et al. [44] also explored tailorable buttons, arguing that “tailoring should be a community
effort,” and that for such systems to be successfully adopted, it was necessary to develop “a culture within which
users feel in control of the system and in which tailoring is the norm.” Mackay’s study on MIT’s project Athena
in the 1980s contributed empirical insights to that line of thought, finding that most users avoided customizing
software “since time spent customizing is time spent not working” [42]. However, specialized workers in an
organization may help their colleagues benefit from customizations: In the study, a small group of highly skilled
users create and share customizations and a group of translators help less skilled workers adopt the customizations
they need [41]. Mackay also observed that users not only adapt to software (i.e., learn how to use it) but also adapt
software to their own needs, either by customizing or appropriating (i.e., repurposing) it for tasks other than the
ones it was designed for [43]. These findings opened the door to designing software that is powerful by not only
allowing tailorability, but also by inspiring appropriation [16, 63], for example, by incorporating design qualities
that support “unintended use” [57] or inviting users to add their own purposes to interface elements [11, 23].

Tailorable software and computational media aim to blur the distinction between developing and using software,
an idea that is also present in more recent explorations of literate computing [53] and so-called no-code or low-code
tools. Literate computing environments [48] are software environments where editable and executable code
is interleaved with text, images, and other rich media. No-code or low-code tools such as Notion, Coda, or
AirTable allow users to piece together personal software artifacts (e.g., spreadsheets, project timelines) or
computational media to serve their own idiosyncratic needs and goals [21]. The literate computing paradigm
has become widespread in the data science community with the popularization of Jupyter Notebook [54] and
similar computational notebook software (see an overview in Lau et al. [39]). They are often used for iterative and
exploratory data analysis [58]. Codestrates brings the literate computing paradigm to Webstrates. Codestrates
manifests the use of computational notebooks not just for data analysis and exploration but for developing
interactive software. This blurs the distinction between using and developing an application as both happens
in the same environment. However, the literate computing aspect may cause confusion and prevent people
from using their prior programming knowledge, as it differs strongly from conventional code editors or IDEs
(Integrated Development Environments) [6].

An open challenge in exploring computational media is how to experimentally approach such a software model
that is radically different from how today’s applications work. For instance, diSessa separated his work into
three steps: First, a technological step that focuses on creating prototypes of a new type of medium. Second, a
cognitive step that focuses on small-scale experiments with individuals or small groups of people. And third,
a cultural step that focuses on how the medium impacts a community such as a primary education school. While
diSessa was successful in the first two steps, the lack of sufficient funding made it impossible to realize the third.
Our work on Webstrates and Codestrates, so far, similarly focused on the first two steps. The question of how
 computational media would be adopted on a large scale is neither new nor unique. Researchers have wrangled
for decades with dynamic or computational media; however, most projects turned out to be short-lived, and
only rarely do they escape the confines of academia, such as the case of Smalltalk, which has a small but lively
 community and implementations that are used in industry (e.g., GemStone and Pharo). We based our prototypes
on web technologies, in part, hoping to sustain communities of developers and users, creating opportunities for
studying the adoption of computational media on the web.

---

2Notion: https://www.notion.so/ (Retrieved December 31, 2021)
3Coda: https://coda.io/ (Retrieved December 31, 2021)
4AirTable: https://www.airtable.com/ (Retrieved December 31, 2021)
6Pharo: https://pharo.org/ (Retrieved December 31, 2021)
We are interested in eventually studying the adoption of computational media on a large scale, but we also believe it is still necessary to further understand users’ experience with such new types of software in detail. Edwards et al. [18] reflected on users’ experiences with ad hoc interoperation of devices and services:

_We believe that the primary challenges posed by our approach come from the user-experience perspective. In particular, the overarching question is whether users can accomplish their goals with a system that potentially provides less application support than has been traditional. We believe that new UI techniques can help to maintain the usability that might be missing otherwise._ (Edwards et al. [18])

While evaluating a platform’s success in terms of “accomplishing goals” and “usability” is important, this is only one form of user experience which assumes, for instance, that users are goal-oriented and emphasize usability. We are more interested in seeing users as creative individuals who work through software to arrive at a place that was not anticipated in advance, simultaneously shaping and being shaped by the artifact. This perspective requires specific studies on how users understand computational media and how this understanding shapes the way they create software.

Finally, most related research can be traced back to well before the current millennium. It is hard to imagine researchers reminiscing about word processors and image manipulation software from the 1970s and 1980s, yet that is what often happens with computational media. We are somewhat guilty of this ourselves. And while the past offers us ideas and principles that are still valid, our work is motivated just as much by asking ourselves how computational media might look today. With this paper, we want to contribute our experience on using modern web technologies for the realization of computational media, the tensions they create between principled design and pragmatism, and our latest observations with users.

3 BACKGROUND: WEBSTRATES AND CODESTRATES

In this section, we present Webstrates, and the two iterations of our development and authoring environment Codestrates v1 and v2. This section is based on previous work [5, 8, 35, 59] and describes what the platforms are. The next section will focus on the why and the motivations which drove our prototyping of computational media through building these platforms. A basic understanding of the technical background and challenges in realizing the platform is necessary to understand some of the tensions (see Section 5) and results from the game challenge (see Section 7), that are based on technical limitations and challenges that has led to pragmatic design decisions.

3.1 Webstrates Overview

Webstrates is a platform we have used to explore the vision of computational media on the web. Technically, Webstrates is a web server. A web page served by Webstrates is called a _webstrate_: a “web substrate” that embodies content, computation, and interaction in the DOM (Document Object Model) of a page, including its HTML, CSS, and JavaScript. Unlike a traditional collaborative application, where the client explicitly sends requests to the server to update its content or persist changes to a database, any change to the DOM of a webstrate is automatically persisted. For example, to create a todo list application where a user can add a new task to a list, a developer would traditionally have to program the server-side application that handles a request to create a new list (e.g., by persisting it to a database) and the client-side code that processes the response (e.g., adding the HTML for the new item). With Webstrates, the developer would only work on the client-side interaction for adding a new item, and the webstrate would automatically persist the changes. Moreover, Webstrates synchronizes the changes across all clients viewing a webstrate.

Authoring content in a webstrate can be done through tools that live in the webstrate itself, e.g., an “add new task” button next to a todo list, or by editing the DOM directly with a web browser’s developer tools. To create a simple shared notepad on a webstrate, a developer could open the developer tools, look for the _<body>_ HTML
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Fig. 2. Transclusion in Webstrates makes it possible to embed one webstrate into another by using the `<iframe>` element. This makes it possible to compose documents, e.g., a webstrate containing a SVG graphic of a tiger can be embedded inside a text document (left) and a slide show (right) at the same time. Changes to the graphic are immediately visible in the embedded versions as well (reprinted from [35] with authors’ permission).

element, and add the `contenteditable="true"` attribute. Then, any text typed on the `<body>` by a user would be persisted.

If multiple clients are viewing the same webstrate, local changes made by one are persisted and automatically synchronized with the others. Consistency between clients is achieved through operational transformations [20] on the document (see details in [35]). Each operation generates a new webstrate version, thus, users can access the history of changes of a webstrate. The operational transformation algorithm relies on a log of finely-granular operations, e.g., an insertion of a character, to give a sense of real-time collaboration, e.g., seeing another user typing in a paragraph.

Webstrates can be composed using the hypermedia principle of transclusion [49]. Transclusion is an important aspect of the composability of documents. It strengthens both the malleability and shareability of webstrates. Figure 2 illustrates how a webstrate containing a SVG vector graphic representation of a tiger can be transcluded in both a document and a slideshow webstrate. Transclusion is realized using the conventional `<iframe>` element. Not only content like vector graphics can be transcluded into documents but also functionality and tools.

Besides acting as a persistence and synchronization layer, Webstrates provides a variety of APIs to support development with it. Transients can be used to create elements and attributes that are not persisted and synchronized with the Webstrates server, signaling allows to send messages to other clients that visit a webstrate, assets allow to store files in a webstrate, and permissions allow adding read and write permissions on a per-webstrate level.

In summary, Webstrates serves as a vehicle to explore computational media on the web. It inherits the wide distributability of web pages, which can be easily addressed by URLs and accessed across devices. It supports

---

Footnote: APIs were added to Webstrates over time and also after its initial paper [35]. Transients, signaling, and permissions, for instance, were added later and first published in the Codestrates v1 paper [59].

malleability by allowing and persisting changes to content, interaction and computation on run-time, shareability by synchronizing persisted changes across clients, and basic computability using scripts in the DOM.

3.2 Codestrates v1 Overview

Codestrates v1 and v2 are our efforts in creating authoring and development environments for Webstrates and built on Webstrates. Codestrates has undergone two iterations that we in this paper refer to as Codestrates v1 and Codestrates v2 and which we summarize in this and the next section.

Codestrates v1 [59] took inspiration from computational notebooks such as Jupyter [54] and follows the literate computing paradigm [53], where authoring content as well as editing code happens in the same space. Unlike conventional computational notebooks that are primarily used for data analysis and visualization, Codestrates v1 allows for creating application-like software such as the grocery list app shown in Figure 3. In Codestrates v1, the app is developed in a notebook format including its HTML content, JavaScript for behavior, and CSS for styling. “Deploying” an app is done simply by toggling a so-called body paragraph containing the interface full screen, e.g., for a grocery list. At any time it is possible to break out of the interface to see and edit the implementation.

Codestrates v1 structures code in paragraphs: body paragraphs for HTML, style paragraphs for CSS, code paragraphs for JavaScript, and data paragraphs for JSON. Paragraphs are displayed in a one-dimensional notebook-like view and can be grouped into sections. While the content of paragraphs is persisted, the user interface and editors are rendered transiently on each client.

Body paragraphs contain persistent DOM elements and display them directly. DOM inside body paragraphs is editable in the view by using the `contentEditable` attribute. To edit a body paragraph as HTML, the DOM, first, needs to be serialized into HTML, can then be edited in a transient HTML editor in the Codestrates v1 user interface (UI), and is, finally, deserialized back into the DOM after finishing the editing. The deserialization process requires syntactically correct HTML and, thus, cannot happen live. This, in turn, prevents real-time collaborative editing of HTML in textual form in Codestrates v1. Because CSS of style paragraphs is stored in the text content of a single DOM element, changes to style paragraphs can be directly reflected in the DOM and applied by the web browser, allowing for real-time and collaborative editing of styles.

Codestrates v1 has a runtime environment for managing the execution of JavaScript in code paragraphs within a `codestate` — a webstrate that runs Codestrates. Code paragraphs can be executed manually or set to

Fig. 3. A grocery list developed using Codestrates v1. Content and interactivity is authored in a notebook format. The main view of grocery list can be made full-screen and shown on a mobile device.
run-on-load, which executes them whenever the codestrate is visited. Here, the order of execution could be controlled and scripts could import and execute other scripts within the same codestrate. Code paragraphs, further, can make use of data paragraphs to store data in the JSON format. A codestrate is self-contained, which means its implementation code is part of the notebook and can be edited in the same way as other paragraphs, which are used to implement an application like the grocery app.

Codestrates v1, furthermore, allows bundling functionality as named packages that could be shared between codestrates using a built-in package manager [8]. The package manager uses temporary transclusion to facilitate the moving of content between codestrates.

3.3 Codestrates v2 Overview
Codestrates v2 [5] is a generalization of Codestrates v1 and consists of three components: the Webstrates Package Manager (WPM), an execution engine, and the Cauldron IDE. Codestrates v2 has a similar goal as Codestrates v1 in that it aims to provide an execution engine for code, like for code paragraphs in Codestrates v1, and an authoring environment that runs directly in the web browser without setup. However, Codestrates v2 moves away from the strict computational notebook-like interface towards a more conventional authoring environment and, additionally, decomposes the execution engine, the authoring environment, and the package management.

Where Codestrates v1 presented code as editable paragraphs in a computational notebook interface, Codestrates v2 introduces the concept of code fragments. Code fragments are reified pieces of code that can be programmatically manipulated, executed, or edited through editors that are instantiate anywhere in the UI—for example, as cells in a notebook. A fragment is a <code-fragment> DOM element. Fragments are hidden and not rendered in the browser by default. The content of a fragment is stored as plain text in the text content of the fragment DOM element so that it is not interpreted by the browser on its own but can be managed by the execution engine. Codestrates v2 supports a variety of programming (JavaScript, Python, Ruby, and more), style sheet (CSS, SCSS), and markup languages (HTML, Markdown, LaTeX).

Fragments with program code can be run manually to execute their code once or can be set to auto-run, i.e. be executed a single time when a page is (re-)loaded — similar to the run-on-load of paragraphs in Codestrates v1. “Live reloading,” which can be found in some JavaScript frameworks, reloads the web browser window after a file is changed in the IDE or code editor. In contrast, Codestrates v2’s auto-run merely flags a code fragment to be automatically run when a webstrate is loaded — so that the it is not necessary to run it manually with the run button. Auto-run does not support liveness in the sense that changes to code are immediately applied.

Fragments with markup as well as fragments with style sheets can only be set to auto-run and cannot be run manually on demand. However, they are updated live and do not require a page refresh. Content from markup and style sheet fragments is rendered or preprocessed into a transient element. Content is synchronized from the fragment to the transient rendering so changes to the content of the fragment are automatically applied in the rendering (for markup and style sheet fragments). Because of this, users can collaboratively edit HTML fragments in real-time time without the conflicts that could happen in Webstrates or Codestrates v1. However, changes to the rendered views (e.g., from user interactions or edits via the browser’s developer tools) are not transferred to the fragments (see Figure 4), as this could cause conflicts when trying to merge the changes back into the persisted fragment.

While in Codestrates v1 the authoring environment was tightly coupled to the execution engine, in Codestrates v2 fragments can be used and executed without an authoring environment, e.g., by using the browser’s developer tools. To author code directly in the web browser, however, Codestrates v2 also provides the authoring environment Cauldron, which enables users to create and edit code fragments. Cauldron’s UI is closer to the one of a regular code editor or IDE with a tree browser and tabbed editors (see Figure 5) rather than to a computational notebook. We did this to make the authoring environment more accessible to users unfamiliar with computational
Fig. 4. Data synchronization of HTML fragments between two clients: Fragment plain text content is synchronized both ways to the Webstrates server and code editor instances. The rendered preview is also synchronized to fragment plain text changes, however, is not synchronized back to the fragment (reprinted from [5] with authors’ permission).

notebooks. When collaborating synchronously, Codestrates v2 provides basic awareness tools within Cauldron: The tree browser indicates when other users edit or view a fragment and inside the editor Codestrates v2 supports seeing the cursors and selections of other users who are currently editing a fragment.

Codestrates v2 also comes with the more generalized Webstrates Packages Manager. Compared to Codestrates v1’s package manager, which only allowed to turn sections to packages, WPM allows to transfer any types of elements from the DOM as packages. WPM is also used to update the implementation code of Codestrates v2 and Cauldron on each page load from a repository webstrate.

Fig. 5. A screenshot of a web page with Cauldron docked to the right side of the window. The “edit” button in the left half of the screen — the application — can be used to open Cauldron.
4 REALIZING THE VISION OF COMPUTATIONAL MEDIA

This section serves as a summary of motivations and design decisions when developing the Webstrates, Codestrates v1, and Codestrates v2 platforms. The section is structured into the three platforms and presents a timeline of the development. Its focus is the why behind the development and how we used the platforms to explore the vision of computational media. Understanding the motivations and rationale of design decisions is important for the understanding the tensions in the next section. Figure 6 shows a visual timeline of important milestones.

4.1 Pre-Webstrates (2008–2011)

Webstrates and our computational media vision is not our first stab at these topics: The work sprung out of several attempts to rethink software particularly to support multi-surface interaction — interaction with computers that span multiple devices sequentially or in concert. We realized that the confinements of applications limited the possibilities of distributing work across multiple devices. The VIGO project [34] revisited the notions of application and document to propose a novel architecture for building interactive systems, based on instrumental interaction [3] and applied to an ad-hoc multi-surface environment. Instrumental interaction conceptualizes interaction as being explicitly mediated by instruments or tools rather than direct on the object of interest as in direct manipulation. Software built on this principle are dynamic collections of tools rather than static applications — not unlike diSessa’s characteristic of computational media. Shared Substance [22], further, proposed data-oriented programming as a flexible approach to build software based on these principles for multi-surface environments.

Fig. 6. Timeline of significant milestones in the development of Webstrates and Codestrates. To the left (purple) shows pre-Webstrates development leading to the formation of the vision in the middle (orange) and subsequent development of Codestrates to the right (blue).
In both cases, there were no existing, prior systems to bootstrap upon — everything had to be written from scratch. As such, applications were mostly proofs-of-concept and viable for interactive and functional demonstrations but not necessarily for day-to-day use. The Scotty system [17] aimed to address this limitation through the pragmatic approach of integrating instrumental interaction [3] concepts directly into the macOS Cocoa environment. As such, it could effectively bootstrap off of the existing environment, but was still limited by the different underlying design visions of traditional Cocoa applications and the instrumental interaction approach. The trade-off here is, thus, between being able to apply the research environment to day-to-day use and the principled purity of the research concepts and their resulting incongruity with the rest of the system.

Finally, with Webstrates [35], we made a compromise position between the two: it builds on existing web technologies and is able to draw on numerous existing web libraries, but bootstraps its own system. This approach yields a pragmatic compromise closer to the research goals associated with the computational media vision while still being able to draw upon the wealth of existing web systems.

4.2 Webstrates (2012–2016)

4.2.1 Forming the Vision (2012–2014). One of the realizations that led to the development of Webstrates was that the distribution of a user interface between devices and collaboration between users were two sides of the same coin, and ideally should be supported by the same mechanisms. Furthermore, we realized that building software for multiple devices working in concert emphasized a need for software that could be changed, reconfigured, or even reprogrammed on the fly.

Our vision of computational media and Webstrates developed dialectically over three years. Initially, the first prototype of Webstrates was developed as part of an attempt to implement instrumental interaction [3] on the web inspired by the VIGO software architecture [34]. The idea was to use browser extensions as instruments to manipulate a persistent and real-time synchronizing web page, a “web substrate.” This would allow each user to have their own set of instruments installed in their browser, which would enable asymmetric collaboration between users with different tools and distribution of work across multiple devices.

The approach turned out to have a number of limitations: At that time, browser extensions were only available in desktop browsers, which made the approach impossible on mobile devices. It enforced a more strict distinction between tool and document, or instrument and domain object, which were not compatible with the philosophy of instrumental interaction where an instrument can become an object and vice versa through use. The development of instruments and their use would happen in conceptually and practically different spaces and not through a general “clay of computing” as Kay and Goldberg [32] describe as the ideal for personal dynamic media. We wanted instruments to be able to manipulate other instruments in the same way as they would manipulate documents. This meant that instruments and objects, tools and documents, had to be made out of the same stuff.

Our colleague, Beaudouin-Lafon, had made the theoretical insight that for instrumental interaction to work there would have to be information substrates that could serve as the material for creating both instruments and objects [4].

4.2.2 Breakthrough (2014–2015). The big eureka moment was when we realized that the web that we used for prototyping was a hypermedia system and it supported transclusion. Transclusion on the web is implemented through the <iframe> element that allows for embedding one web page in another. When “transcluder” and “transcludee” are served from the same domain, the security model of the browser allows the JavaScript runtime of the two pages to interact. That means that scripts from one of the pages can manipulate the document of the other page as well as the other way around. We now realized that we did not need to implement our tools or instruments as browser extensions but could implement them as web pages as well. One of the first examples we built was a set of slideshow tools where the slideshow was its own webstrate and the slides could be edited and controlled from another webstrate through transclusion. Here, changing a slide would simply be moving a CSS
class attribute between slides in the slideshow webstrate. A more elaborate set of slide tools was presented in the 2015 Webstrates paper [35]. Now, whether what was being edited was considered application or document in the traditional sense started to dissolve and we felt we were getting closer to the "clay of computing" feel of software.

In the beginning, all development happened through the developer tools of the web browser. From those it was possible to inspect the DOM of a web page and edit its content including embedded JavaScript and CSS style sheets. It was also possible to execute arbitrary JavaScript code in the web page from an interactive console. We quickly realized that the developer tools were not designed for development but rather debugging. The support for editing code was poor and did not provide any of the features — like code highlighting or linting — that developers were used to from IDEs. We, therefore, implemented a "code editor webstrate" [35] that allowed for editing embedded JavaScript and CSS of another webstrate through transclusion (see Figure 7 for an overview of the different relationships between a webstrate and tools for editing it). At this point we also started having colleagues that started playing with Webstrates, and some core conceptual challenges started to emerge: A question we would often got was why our code editor webstrate could not edit the HTML of another webstrate but only scripts and styles. The explanation is that for live web page — that is web pages that are loaded in the browser — the HTML does not as such exist, only the runtime representation in shape of the DOM exist, and it is also that representation that Webstrates stores.

4.2.3 Maturing of the Platform (2015–2016). After the first publication [35] and the initial public release of Webstrates in October 2015, we employed a full-time professional programmer to stabilize, improve, and document the codebase. In July 2016, we released a full rewrite of the codebase as a version 1.0, followed by the first set of APIs a month later: transients and signaling.

Both transients and signaling addressed shortcomings we had observed with the strict sharing model in Webstrates and were introduced to handle views, e.g., in a visualization library like D3.js,8 to avoid overloading the server by many rapid changes to the DOM from such libraries, or to create local UI elements like shared cursors. Cursor positions are ephemeral information that can rapidly change and should not be persisted within a document. Transients allowed to create local cursor elements that are not persisted or shared, and signaling allowed to send information about the cursor positions between clients without having to write the ephemeral information into the document.

Given the increased use of Webstrates, a common request was the ability to edit a webstrate using a conventional IDE. To accommodate this, we developed Webstrates File System (WFS),9 a small service which developers could install on their computer that mounts a webstrate as HTML, CSS, and JavaScript files. Changes made to the files are automatically synchronized to the source webstrate. This is a concrete example of a compromise between a
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8D3.js: https://d3js.org/ (Retrieved December 31, 2021)
principled pure approach in which all tools are built with Webstrates, and the pragmatic observation that letting users use their own tools would increase interest and adoption.

4.3 Codestrates v1 (2016–2019)

4.3.1 Literate Computing with Codestrates v1 (2016–2017). In the 2010s, computational notebooks — the most popular being Jupyter [37] — introduced the idea of literate computing [53] and found acclamation in the field of explorative data science [58]. Literate computing describes the idea of interweaving executable code with markup code in a notebook-like environment. Inspired by this idea, Codestrates v1 was born to explore how literate computing can be applied to the development of applications and not only data science, and to create a authoring environment native for Webstrates.

Codestrates v1 [59] was built on top of Webstrates and allowed to weave rich text and executable code within the same document, a codestrate. This blurred the distinction between development and use of applications as both the application and its code lived in the same continuous document. Besides combining development and use of applications in the same document, Codestrates v1 emphasized collaboration. Inheriting the distributability and shareability properties of Webstrates, it natively supported real-time collaboration within a codestrate and provided shared cursor and mouse positions of remote users. Codestrates v1, further, was the first platform to make extensive use of the transients API to generate non-synchronized user interfaces that allowed for more relaxed What-You-See-Is-What-I-See (WYSIWIS) [61].

We, later, extended Codestrates v1 with a package manager, Codestrate Packages [8], which added the functionality to easily share sections of a codestrate as packages with other codestrates. Codestrate Packages allowed to add and remove packages from a codestrate — here, every codestrate could act both as a repository where packages are retrieved from or as a document where the packages are used. Codestrate Packages was motivated by more and more functionality that was put into Codestrates: shared cursors, a slide show application, a function to invite other users into a codestrate, and more. These features were always available in each codestrate and both cluttered the interface and reduced the performance. The package management was a way to store this functionality in a dedicated repository and only add those packages to one’s own codestrate that are actually needed. The package manager also allowed to create software by piecemeal without any programing: you could start out with a notebook, install a slideshow tool to turn the notes into a presentation, install a package to visualize data to put on a slide, install a video communication package, etc. This is what diSessa refers to as reconstruction [15].

4.3.2 Codestrates v1 in Use (2018–2019). Over the years, Codestrates v1 transformed from a research prototype to a platform for creating applications with Webstrates. We and other colleagues used Codestrates v1 in a diverse range of projects: In Vistrates [1], we used Codestrates v1 to create a collaborative and modular visualization tool. In the development of Vistrates, the UI architecture of Codestrates v1 served both as leverage but also a limitation: Things were easy when following the Codestrates v1 structure of sections and paragraphs, but more difficult when trying to diverge from it. For instance, changing the layout from a one-dimensional notebook layout into watching paragraphs side-by-side, would have required to implement a complete layout engine. The structure of sections and paragraphs, similarly, did not allow further nesting of sections and allowed for only two hierarchical levels of content.

When using Codestrates v1 for collaborative programming assignments in a university course [9] (see Section 6.3 for more detail), we found the notebook-like structure of documents to be limiting in some situations and to cause a lot of scrolling. In some instances, students also made codestrates inoperable by accidentally removing the implementation of Codestrates v1 itself from the document or hiding all elements — including the UI — with their CSS styles. This was possible as the implementation of Codestrates v1 and its user interface lived in the same space as the application or content a user is working on. This meant that, for instance, styles applied to an
application, e.g., changing the background of all `<div>` elements, were also applied to the UI of Codestrates v1. In the same way, removing all `<div>` elements from the body, for example, to remove all items in a todo list, did also remove the implementation code of Codestrates v1 itself, leaving the user with a blank page. Still, the linear structure supported students in thinking about assignments one paragraph at a time, and the shareability and real-time collaboration were clear benefits in that study as it allowed students to avoid conflicts like in other version-control systems like Git [9].

In another project together with a group of nanoscientists, we used Codestrates v1 to create a prototype of a computational labbook [50] (see Section 6.1 for more detail). In it, we wanted to reuse existing scripts of the researchers, this, however, was not easily possible as they used Perl and Python as their primary programming languages. Codestrates v1, however, only supported JavaScript as a programming language, making it difficult to integrate the scripts of the researchers with our prototype. For our prototype we therefore had to employ an additional server tool, which was executing Perl and Python scripts that were sent from a codestrate using REST and WebSockets. Videostrates [36], a collaborative video editing prototype built on Webstrates and Codestrates v1, similarly required a high performance server to compute video streams as this was not possible with the limited performance of the web browser.

During our increasing use of Webstrates and Codestrates as a prototyping platform in research projects where prototypes were deployed in the wild, we experienced that users’ browser extensions (like, e.g., Grammarly) would pollute documents with annotations or, even worse, break a webstrate by removing or editing critical parts of the document. Furthermore, libraries and frameworks we would use were built for traditional web development and not designed with the anticipation of the DOM being persisted. For instance, Monaco\(^\text{10}\) that we used for code editing, would write to the document in ways we had difficulties controlling. We therefore resorted to develop an optional protected mode for a webstrate that would ensure that edits from browser extensions and third-party libraries and frameworks would not be persisted in the DOM. However, this had the trade-off that edits that should be persisted required a certain option added to the method called when manipulating the DOM from JavaScript. This is an example of a trade-off between principle and pragmatism: the need for integrating Webstrates with the world around it compromised the principle of everything in Webstrates being shared.

\section*{4.4 Codestrates v2 (2019–2020)}

\subsection*{4.4.1 Decoupling and Generalization (2019–2020)}

Inspired by the shortcomings of the initial version Codestrates v1, we took a step back and reconsidered the overall structure of Codestrates v1 and what made a codestrate a codestrate. While reflecting over what defines the core of Codestrates v1, we found that Codestrates v1 could be divided into three parts: (1) its computational model of paragraphs and their execution, (2) the notebook-like UI environment consisting of paragraphs and sections, and (3) the package manager for sharing code between notebooks. As all parts were tightly glued together and one required the other to function, we decided that a first step would be to separate the three. We, therefore, decoupled the computational aspect of paragraphs with their representation in the user interface. This would allow computation to behave in the same way independently from the view. Further, this would allow to display these computational units in different views, e.g., using a notebook-like environment, a conventional tabbed IDE interface, or visual programming interfaces where computational units are placed on a 2D grid. Finally, we implemented a general purpose package management system for Webstrates. The resulting architecture of components in Codestrates v2 [5] consisted of the Webstrates Package Manager (WPM), the execution engine, and the Cauldron authoring environment.

\subsection*{4.4.2 From Paragraphs to Fragments (2020)}

We renamed the “computational units” in a document from paragraphs to fragments as naming the computational units as “paragraphs” in Codestrates v1 was related to its notebook-like
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\(^{10}\)Monaco: https://microsoft.github.io/monaco-editor/ (Retrieved December 31, 2021)
interface. The computational engine of Codestrates v2 manages the execution of fragments, the creation of virtual machines for executing code, as well as providing functionality to reuse code from other fragments.

Fragments could be placed anywhere in a document/in the DOM and structured arbitrarily, introducing the possibility to create deeper hierarchies (e.g., using `<div>` elements as folder). Besides this structural flexibility, it further allowed us to create different editors for editing the content of these fragments: It was then possible to view fragments both in a one-dimensional notebook representation as before, but also in a tabbed editor which, for example, can be found in usual IDEs or a two-dimensional canvas where fragments can be freely moved around. Editors for fragments could be instantiated and placed anywhere in the user interface, and multiple editors could simultaneously show the same fragment. This means that it was, e.g., possible to put live editable code on a slide in a slideshow.

4.4.3 Separating the Authoring Environment (2020). While the execution engine provided helper functions to instantiate code editors to edit fragments, it did not create them by itself and instead required an authoring environment to browse, view, and edit fragments. To demonstrate this, we created the authoring environment Cauldron, which allowed to browse paragraphs in a tree browser and to view and edit paragraphs in a tabbed editor. We took the pragmatic decision to create a more conventional authoring environment over, e.g., a notebook-like environment as in Codestrates v1, because our goals shifted from exploring the computational notebooks as a development environment towards investigating malleability and collaboration when using a computational medium. Therefore, Codestrates v2 and Cauldron would act more as a platform for further projects, rather than being a research prototype in and by itself. Providing users with a UI that is closer to what they might know from their experience with code editors and IDEs should make it easier to get started in using Codestrates v2.

Fragments are displayed in the editors in Cauldron by synchronizing the plain text content in the fragment with a code editor instance of a client. Changes to the plain text content of fragments, again, are persisted to the server. Thus, changes in code editor instances are persisted to the server and automatically update the code editor instances of other clients (see Figure 4).

In Codestrates v1, the authoring environment was — per default — always loaded in the form of the notebook interface. If a user built a full screen application with Codestrates v1 they could disable loading the authoring environment per default to speed up loading time.11 In Codestrates v2, the authoring environment is not loaded per default. Instead, we provide an "Edit" button in the top right corner to load the Cauldron editing environment using the package manager and open it.

5 TENSIONS IN THE REALIZATION OF COMPUTATIONAL MEDIA

While revisiting and analyzing the development history of the Webstrates family of computational-media platforms, we identified eight tensions that had been driving our design decisions. By "tensions" we mean two opposing viewpoints that pull against each other, opening a spectrum in between them. These tensions reflect conflicts between the principles of our vision and the practical hurdles involved in creating a working system with limited resources at hand. For example, we envision software as a malleable medium, but in practice, the more malleable a system is, the harder it is to ensure its stability. Positioning our design decisions and trade-offs within such tensions allows us to characterize our explorations of computational media in a more structured way and systematically look for future alternatives. Next, we present an anecdotal description of the eight tensions we identified in our design decisions throughout the development of Webstrates and Codestrates v1 and v2:

T1: Malleability vs. Stability is the trade-off between how much the user can adapt the environment to their own needs and how much the user can break it.

11 To load it with the authoring environment enable one would then have to append ?edit to the URL.
T2: What is Shared vs. What is Not Shared focuses on the complexity of managing shared, local, or personal content in a shareable medium.

T3: Editing Directly vs. Editing Indirectly describes how directly the user interacts with the computational medium or whether those interactions are mediated by other concepts.

T4: Big vs. Small Distance Between Development and Use Views deals with how to enable the development of an application in the same context where it is used.

T5: Authoring Environment Developed in Itself vs. Not Developed in Itself similarly deals with whether the development environment is bootstrapped within itself.

T6: Self-contained vs. Auto-updating Authoring Environment focuses on how independent a computational medium is, from a self-contained entity to deeply interlinked with dependencies on other computational media.

T7: Creating Something New vs. Offering Something Familiar raises the trade-off between creating a new, "pure" implementation from first principles and drawing on the existing and the familiar.

T8: Working With Your Own Tools vs. Adopting Built-in Tools deals with the challenges of using custom tools or existing ones in the editing environment.

5.1 T1: Malleability vs. Stability

A key principle of computational media is to be malleable. Thus, software created with Webstrates should be able to be changed by users, allowing users to tailor their software in idiosyncratic ways. Malleability, however, does not only grant users the power to modify software for good but also for ill: Erroneous modifications can lead to problems ranging from unexpected interactive behavior to broken functionality to loss of data. This is in stark contrast to the rigid and non-malleable applications we know, which are usually more stable as their functionality cannot be changed and always behave in exactly the same way.

Webstrates started as a very malleable, yet unstable, platform. Using primarily the web browser’s developer tools to modify a webstrate, everything within a webstrate could be changed. While this provided power, it also permitted users to easily break applications, e.g., by accidentally deleting the wrong elements from the DOM.

Codestrates v1 shifted the platform to more stability: Documents were no longer edited without constraints in the developer tools but within the web page in dedicated paragraphs. This prevented accidentally deleting DOM elements while editing code. Code within paragraphs, however, was still highly malleable and had a global scope, allowing users to modify existing parts of applications or adding new functionality. This global scope, on the other hand, also allowed the code of an application built with Codestrates v1 to also affect the Codestrates v1 platform itself, potentially corrupting the platform with faulty code.

In Codestrates v2, we intentionally increased the separation between the authoring environment and the content produced by users to boost stability. First, we exploited that it is possible to move content outside of the <body> element: the authoring environment, Cauldron, was not part of what is typically considered the content of a web page. This change added stability by preventing some user or third-party code from affecting Cauldron, for example, CSS styles that could accidentally break the layout of Cauldron. Second, the implementation code of Cauldron was loaded from another webstrate on page load and instantiated Cauldron within a transient element. This, again, made the platform more stable as the implementation code of Cauldron could not easily be corrupted. For example, if a user removed an element of the Cauldron UI accidentally, it would always be restored after a page refresh. On the other hand, these changes impaired malleability, as modifications of the Cauldron environment were not easily possible from within the document. Third and lastly, by employing the protected mode by default, Codestrates v2 prevented elements that were not explicitly approved by programmers — such as elements created by browser extensions or JavaScript libraries — from being persisted on the server and polluting

the DOM, adding stability. However, this also adds to the complexity of the mental model of Webstrates, which no longer is as simple as “all changes to the DOM are persisted equally.”

5.2 T2: What is Shared vs. What is Not Shared

There are different levels in which the state of an application can be shared. On the one end of the spectrum, everything is shared with other clients: UI elements, system state, and every visible change on the screen (e.g., the position of an image being dragged and dropped). On the other extreme, nothing is shared and users work in absolutely independent interfaces. Some degree of sharing is necessary to make a system collaborative, however, one may not want to share everything all the time, e.g., if a user opens a color picker to change the text color, they may expect the result to synchronize across clients without having the color picker appear for everyone.

The initial version of Webstrates shared the entire DOM by persisting it on the server. To have different views on documents, one needed to transclude “document-webstrates” into different types of “editor-webstrates.” The only part of an application that was local was the JavaScript state. This allowed to create shareable and collaborative applications by only working in the front-end, using the DOM as a shared and persisted layer of information.

Codestrates v1 moved towards sharing less by using transient elements to display UI elements without persisting them on the server. Which paragraphs and sections are visible, however, was still shared across all clients. This caused problems such as jumping content when collaborators opened or closed paragraphs during real-time collaboration, e.g., in [9] – similar problems can occur in collaborative writing tasks in online tools like Google Docs or Overleaf.

While Codestrates v1 shared elements by default and transient elements had to be explicitly indicated, Codestrates v2 moved towards not sharing elements by default, using the protected mode of Webstrates. This allowed users to interact with UI elements more freely without affecting the UI of others (e.g., if one opened a menu, the menu would stay closed in other clients) and also prevented the pollution of the persisted DOM with elements and properties injected by JavaScript libraries and browser extensions.

5.3 T3: Editing Directly vs. Editing Indirectly

In a malleable computational medium, the user can edit content, but that editing can be direct or indirect. In direct editing, the user acts on the objects they perceive to effectuate a change, such as when editing a traditional web page’s DOM through a browser’s developer tools. In indirect editing, that change is mediated through some sort of process, such as editing an HTML file and reloading it to see the change. Of course, there is virtually always some level of indirection. Even in the example above, the developer tools present a mediated view of the in-memory representation of the DOM. When the user edits that representation, the browser transforms that edited representation into the appropriate changes to apply to its internal data structures and reflects those in both the rendered web page and the developer view. Nonetheless, to the user, that edit would be perceived as acting (more) directly on the DOM, while editing the HTML file would be perceived as more indirect.

Basman et al. [2] refer to this as divergence in software systems: the difference between the representation that software has when it is running and the representation it is being edited in. Sometimes the divergence is almost imperceptible, e.g., when editing CSS rules that are immediately parsed and applied. The divergence is, however, more clear when editing imperative code that needs to be manually executed, and programmers quickly learn about runtime state where there is a stack. Normally this runtime is torn down and recreated when the code changes but in Webstrates the JavaScript runtime should ideally persist and apply changes directly.

In the different iterations of Webstrates and Codestrates, we explored different degrees of directness to modifying software. In the original Webstrates, users could modify the DOM through the browser’s developer tools DOM editor or by typing in a contentEditable element (which supports a limited set of in-place rich text
editing operations within a rendered web page). In both of these cases, this editing is perceived as direct, with the system transparently mediating the user’s expression of those edits and their updates to the DOM. Those changes to the DOM were then synchronized to the Webstrates server. Conflicts, however, could occur, especially in the developer tools, where edits occur on a per-element granularity. As such, edits to a DOM element are only propagated to the DOM – and hence to the server and other clients – when the user has finished editing that element.

Codestrates v1 introduced a way to add editable elements to a webstrate through body paragraphs. As in Webstrates, a user could edit a webstrate in two ways: (1) directly in the paragraph using the contenteditable attribute and (2) using a HTML editor built into Codestrates v1. A user would no longer need to leave the environment to edit the webstrate. This HTML editor works similarly to the developer tools, serializing the DOM of a body paragraph into text that can be edited and “saved,” and deserializing the changes back into the DOM (although with less integration and robust tracking to, say, maintain event listeners of unedited elements in the paragraph). Due to technical challenges, the editor was not shared and, thus, like in the developer tools, conflicts could occur when multiple users edited the same body paragraph at the same time.

In Codestrates v2, the HTML editor modifies HTML fragments backed as plain text elements in the DOM. This change reduces conflicts as edits are now synchronized at a keystroke level of granularity rather than at the Codestrates v1 paragraph-level. However, it also adds a degree of indirection, since changes to that text element are then rendered into a transient DOM element (see Figure 4). As a consequence, the user does not actually modify the DOM in the runtime, rather, the DOM is regenerated as a projection of the rendered plain text element. If they were to modify that rendered DOM element in the developer tools, those changes would not be persisted and, thus, not synchronized across clients.

Approaches like React’s virtual DOM keep a virtual version of the DOM in memory. Whenever the virtual DOM is changed, React compares the new version of the virtual DOM with the old one, computes the changed elements, and only updates these changed elements in the real DOM to improve performance. Unlike this approach, applications in Codestrates v2 usually operate directly on the transient DOM generated from an HTML fragment. Rendering this transient DOM happens independent of the user’s JavaScript code.

5.4 T4: Big vs. Small Distance Between Development and Use Views

The development and the use of applications are usually separate, e.g., developing them with an IDE and using them in a web browser. Our vision drives us towards blurring the line between development and use, however, many development tasks require specific tools (e.g., syntax check, debuggers), and these may need dedicated views that would be irrelevant or unwanted when just using the application. Different levels of separation or distance between views dedicated to using and views dedicated to developing software might affect how hard it is to do context switching between both activities. Switching from one context to the other can involve shifting focus from one part of the screen to another, from one application to another, or from one device to another (e.g., when testing mobile apps on a phone). We call this the distance between the development and use views of software, which affects the time and effort required to switch from one view to the other.

Webstrates allows for bringing the two views closer together and reduces this distance by using webstrates that inhabit both content, computation, and an authoring environment in the same document. Initially in Webstrates, editing happened either in the developer tools or a separate “editor-webstrate” that transcuded the webstrate to be edited (see Figure 7). This required a back and forth between different views when developing. While this distance was smaller than when using conventional development tools, it still provided a clear separation between the use and the development views.

12React: https://reactjs.org/ (Retrieved December 31, 2021)
Following the literate computing paradigm [53], Codestrates v1 weaved the development environment into the same space as the application. This avoided the need to switch between different views and narrowed the distance between development and use. Literate computing, however, is an atypical model for developing applications and therefore it could be sometimes difficult to mentally separate what is part of the development environment and what is part of the application, e.g., confusing parts of the UI of Codestrates v1 with the UI of a word processor implemented in it [6].

With the introduction of Cauldron in Codestrates v2, we reverted the development model back to a classic separation of development and use by increasing the distance again. This was partly to reduce the confusion between the UI of Codestrates v1 and the UI of the software created with it. In Codestrates v2, the Cauldron environment is separated from the application — like a browser’s developer tools in Webstrates. While the distance is similar to the one of the developer tools in Webstrates, Cauldron allows to be independent of the web browser and to provide targeted features for fragments. Codestrates v2, however, still allows creating software where the distance is as low as in Codestrates v1, e.g., the simple Jupyter-notebook clone Ganymede [5].

5.5 T5: Authoring Environment Developed in Itself vs. Not Developed in Itself

Authoring environments can be either developed in themselves or not. When developed in itself, an authoring environment’s implementation is part of itself and is bootstrapped from within — similar to systems like Squeak [28] or Pharo. Such an authoring environment allows users to change core interactive behavior of this very authoring environment from within itself — without requiring additional development tools like an external IDE. While this empowers users to change even core behavior of their applications without the need of external software, it also brings the risk of enabling users to break core features of their software.

Codestrates v1 was the first platform that added an authoring environment to Webstrates that was written in itself: The implementation of Codestrates v1 was written in the same types of paragraphs and sections as applications implemented with it. A bootstrap script was used to kick off the environment on page load. As the implementation of Codestrates v1 was part of the documents themselves, it provided means to users to change any aspect of the authoring environment without the need for any external tools, as, for example, done in systems like Vistrates [1], the computational labbook [50], or a collaborative writing editor [6].

In Codestrates v2, the authoring environment Cauldron was implemented using an external IDE and updated on the Webstrates server using custom build scripts. This step was motivated by the way Codestrates v2 was developed compared to Codestrates v1: While Codestrates v1 was developed by the researchers themselves, Codestrates v2 was primarily developed by two professional developers, which relied on using their known tools and workflow in order to work efficiently. While making the development process faster and more efficient, this came at the cost of the ability to change the authoring environment from within the system, as Codestrates v2 and Cauldron were not implemented using code fragments that are otherwise used to implement applications in Codestrates v2.

According to Justice [31], Smalltalk and HyperCard are two other examples of platforms for modifiable software on this spectrum. Smalltalk lets the user reprogram everything down to redefining the + operator, whereas in HyperCard the software environment itself is not written in the same language — HyperTalk — as the user software.

5.6 T6: Self-contained vs. Auto-updating Authoring Environment

The authoring environment of a document can be either self-contained, i.e., its implementation code is part of the persisted part of a document and was cloned from a prototype document, or automatically loaded (and updated) into a transient element from another webstrate or repository on page load. This behavior is similar to copy-by-value (the first case) and copy-by-reference (the second case). While being self-contained makes it easier
to experiment with modifications on the authoring environment, being loaded from another webstrate allows to easily distribute updates to all clients. Whether the authoring environment is self-contained or auto-updating is unrelated to where it was developed (T5): A self-contained authoring environment can be not developed in itself and an auto-updating one can be developed in itself.

In Codestrates v1, the authoring environment was self-contained in each codestrare. This made it possible that the authoring environment could be modified locally and modifications were persisted on the server. However, when the code of the authoring environment was changed, every codestrare individually had to be updated with the new code.

Codestrates v2 shifted the focus on being more easily updateable: Both the implementation of Codestrates v2 and the authoring environment Cauldron were by default transiently loaded from another repository webstrate on each page load using WPM. Thus, once the repository webstrate was updated, it only required a page reload to update individual codestrates. While this made rolling out updates easier, modifying the implementation of Codestrates v2 was more difficult, as modifications to the authoring environment were lost after each page load. To mitigate this, a second mode was added to the WPM that loads packages in a persisted way into a webstrate.

5.7 T7: Creating Something New vs. Offering Something Familiar
The vision of computational media introduces a new way of thinking about software, which requires new concepts, tools, and infrastructure. To realize this vision, we could attempt a “pure,” principled implementation from scratch, but this would prevent us from leveraging existing solutions such as mainstream programming languages, libraries and other resources, and users would face a steep learning curve. On the other hand, we can build on existing technologies (such as the web) to allow us and users to benefit from prior knowledge of familiar tools, programming languages and knowledge-exchange resources (e.g., Stack Overflow\textsuperscript{13}). However, these were built with different underlying assumptions about how software works (e.g., that end-users would not change functionality on runtime), which impose limitations to how close we can get to our vision.

By building on existing web technologies, Webstrates allows developers to reuse existing programming knowledge and a vast selection of JavaScript libraries. This introduced problems when the libraries were designed under different assumptions than those of Webstrates. For example, some libraries manipulate the DOM when they are loaded under the assumption that the changes they make are ephemeral and reset on next page load, which is not the case with Webstrates. Developers had to rethink some of their development practices — especially if they developed for the “normal” web before — as Webstrates meddles with some of the fundamentals of web development such as creating persisted web application without providing an explicit back-end.\textsuperscript{14}

Initially, authoring would happen through the developer tools of the browser, which were familiar to most with web programming experience, yet atypical in how changes made through the development tools were made persistent. The editor webstrate we built provided familiar IDE-like interface to programming, but introduced confusion around why it could not be used to edit the HTML of a webstrate but only embedded scripts and styles. Furthermore, it introduced confusion that editing scripts would require a reload of the webstrate to take effect but editing styles would not.

In Codestrates v1, most of the library issues from Webstrates persisted and were even amplified by interference with the authoring environment in the DOM: When using the common Bootstrap\textsuperscript{15} CSS library, for example, the CSS styles would also interfere the representation of the authoring environment, causing various display errors like wrong fonts, colors, or margins. Users would suddenly have to reflect about how otherwise well-known libraries would effect their authoring environment. The introduction of transient elements, however, made it

\textsuperscript{13}Stack Overflow: https://stackoverflow.com/ (Retrieved December 31, 2021)
\textsuperscript{14}While the Webstrates server is technically the back-end, development of applications in Webstrate usually only happens in the front-end.
\textsuperscript{15}Bootstrap: https://getbootstrap.com/ (Retrieved December 31, 2021)
possible to manually adapt libraries to Codestrates v1, e.g., by rendering the output of visualization libraries such as Vega-Lite\textsuperscript{16} inside a transient element instead of directly in the DOM. For users, the unconventional way of programming in a notebook environment could cause confusion: Being able to run JavaScript code inside an application that is already running is contrary to how web applications are usually developed. But also the introduction of the run-on-load feature of paragraphs caused confusion, e.g., when users were not sure how to execute something after the page was loaded \cite{6}.

Codestrates v2 mitigated various of the library-related problems: By introducing the protected mode, DOM elements created by libraries would by default not be persisted on the DOM, and by moving the authoring environment outside the \texttt{<body>} element, it was not affected by some CSS styles that target the body anymore. However, using the protected mode also requires the creation of persisted elements to be made explicit: if a developer forgets to do so, the created elements are discarded after the next reload and cause confusion as they are not persisted to other clients. For users, Codestrates v2 aimed to create a more familiar environment with tabbed editors and a tree browser for code fragments — allowing users to reuse their experience with other code editors or IDEs. With Cauldron, we could provide the user with a tree-like browser to inspect and organize code fragments like files. But unlike a conventional IDE, the “files” were stored as DOM nodes and the “folders” were \texttt{<div>} elements in the DOM. For simple programs, the user would not need to be aware of this distinction, but for more complicated software with interdependence between fragments it would suddenly matter.

5.8 T8: Working With Your Own Tools vs. Adopting Built-in Tools

To modify a malleable medium, users require authoring tools. This can be either a user’s own tool that connects to the medium, like a code editor or IDE, or built-in tools. Especially for programming activities, it can be desirable to integrate the medium with existing tools, as this allows users to continue to use their familiar tools and workflows. On the other hand, not every user has an established workflow or existing tools. For these users it can be useful to provide a built-in authoring environment, which can be used without any setup. Additionally, a dedicated authoring environment can offer medium-specific features such as \textit{run} or \textit{auto-run} buttons or awareness features such as shared cursors for collaborative coding. To use conventional tools, a conventional medium such as a file-system would have to be emulated, and medium-specific features would be ignored.

Webstrates came without a built-in authoring environment, instead users had to either use the developer tools of their web browser or the Webstrates File System (WFS) utility. Using the developer tools introduced various challenges: The developer tools are intended to debug but not develop applications, thus, editing code using the developer tools had drawbacks such as a lack of code highlighting. Furthermore, some browsers, e.g., on mobile devices, do not even provide developer tools for users. WFS on the other hand allowed users to use their local code editor or IDE to modify a webstrate. This, however, required user to setup this local development environment themselves, making this a utility more tailored towards advanced users.

In Codestrates v1, the authoring environment was a central part of the document and accessible right within the web browser. This made the environment independent of devices or web browsers and allowed users to collaboratively author documents. To manage running individual code paragraphs and preventing some to run on load, Codestrates v1 changed how scripts are stored in the DOM: instead of in \texttt{<script>} tags they were stored in \texttt{<pre>} tags, rendering some functionality of WFS useless, which allowed to mount \texttt{<script>} elements as files.

While changing the executable code from paragraphs to fragments, Codestrates v2 continued to have the same incompatibility with WFS, pushing users towards using the built-in authoring environment over their own tools. Even though users can copy code both in Codestrates v1 and Codestrates v2 back and forth into their local code editor, this causes overhead and prevents users from using, e.g., collaborative coding features such as shared

\textsuperscript{16}Vega-Lite: https://vega.github.io/vega-lite/ (Retrieved December 31, 2021)
cursors. Still, for some users, as, e.g., seen in [6], this was worthwhile as their local editor allowed them to use more advanced features like refactoring or an advanced search, as well as their personalized shortcuts.

5.9 Discussion of the Tensions
The tensions fall out of the overarching trade-off of what we refer to as principle vs. pragmatism. For example, T1 (Malleability vs. Stability) manifests this challenge in the difficulty of finding the right balance between giving the user lots of rope to work with, but with the risk that they can easily tie themselves in knots.

In T2 (What is Shared vs. What is Not Shared), the tension reveals itself through the evolution from the conceptually simple sharing model that what is shared is “The DOM, the whole DOM, and nothing but the DOM.” This purely shared medium needed to evolve to handle the reality that locally but not globally-pertinent content still needs to be expressed through the DOM — hence the introduction of the notions of transients.

In T3 (Editing Directly vs. Editing Indirectly) and T5 (Authoring Environment Developed in Itself vs. Not Developed in Itself), the challenges of bootstrapping a computational medium ran into the needs for the medium to be editable within itself. While it is today necessary to balance these different needs, one could imagine that some day the tools become sufficiently rich and mature as to no longer need such external tools — much as many programming languages eventually reach sufficient maturity to no longer depend on other programming languages to create them.

Finally, in T7 (Creating Something New vs. Offering Something Familiar) and T8 (Working With Your Own Tools vs. Adopting Built-in Tools), novel principles run against the recognition that users are not a blank slate; they have baggage from their prior experiences with other environments and assumptions based on their different principles. Some mechanism is necessary to help users unlearn what they have learned or otherwise break with those prior assumptions.

We emphasize that the list of tensions is not exhaustive for all computational media and there could be other tensions at stake in other contexts. One of these might relate to scalability and size, e.g., “small-scale vs. large-scale projects.” In our work, we have focused on the development of small-scale personal software for individuals or smaller groups — in line with early visions of computational media. The tensions that we have outlined are the ones that influenced design decisions during the development process of Webstrates and Codestrates. We discuss implications for computational media beyond the Webstrates family in Section 10.7.

6 TENSIONS IN PAST WEBSTRATES-BASED PROJECTS
To give a sense of how we have used Webstrates in our work, we will present three projects in which Webstrates has been the technical foundation. We will exemplify how some of the above tensions have materialized in the projects.

6.1 Computational Labbook
We collaborated with a group of nanoscientists to explore how their use of laboratory notebooks could be remediated as computational media [50] using Webstrates and Codestrates v1. Through a series of participatory design activities over the course of one year, we built a prototype to support their computational design of macromolecules — what the scientists referred to as the “dry” part of their work. In the computational labbook, they could create a computational workflow by drag-and-dropping various tools from a tool panel, and mix it with written notes. Figure 8 shows a notebook where an ASCII-based pattern editor for RNA structures have been added together with a tool for visualizing the structure in 3D. We observed how most of the scientists saw dealing with scripts and code as a necessary but secondary aspect of their work. So, contrary to traditional computational notebooks (such as Jupyter), code was not made front and center. The implementation of the various tools was accessible and editable, but in ordinary use, a computational workflow was created using drag-and-drop.
Fig. 8. The computational labbook prototype supports the computational design of RNA molecules. On the right side is a set of tools that can be dragged into the main work area in the center. For instance, the screenshot shows a tool that converts the ASCII representation of molecules into a 3D visualization (reprinted from [50] with authors’ permission).

The computational labbook aggregated a number of scripts and tools the scientists otherwise would use through the command-line and multiple applications. Each labbook was a self-contained computational environment that they could configure for a particular experiment, share with colleagues through its URL, and interact with and edit collaboratively. Some of the tools would rely on distributed computing, and execute computationally heavy scripts on a dedicated server. This reduced the scientists need for maintaining a complex computational environment locally on their computer.

In the computational labbook, stability was provided with a set of tools, or building blocks, that could be used plug-and-play to create new computational workflows — in line with the term reconstruction [15]. However, the scripts which were embedded in the tools are reprogrammable from within the labbook. In day to day work, the notebook could be used as a regular piece of software, but in the critical situation where reprogramming was needed, it was possible (T1: Malleability vs. Stability). We intentionally increased the distance between development and use views (T4: Big vs. Small Distance Between Development and Use Views) as programming was seen as a necessary but not primary activity by the scientists. Being able to adjust this distance for particular situations of use, we see as a critical aspect of computational media. Each labbook contained all scripts (T6: Self-contained vs. Auto-updating Authoring Environment). This meant that changing a script in one labbook would not have an effect on others — for good and for ill. That changes to a script did not propagate when they were done to, e.g., accommodate a particular experiment, was meaningful, if they, however, were done to fix a general bug such as a memory leak, it was not. Hence, computational media requires mechanisms for managing this tension, of which we yet only have implemented rudimentary support for expert users with our Webstrates Package Manager.

6.2 Building Prototypes for Public Libraries
In the PLACED project [24, 65, 66], we collaborated with public libraries in Sweden, France, and Denmark on how to digitally support and document events that happened in the libraries. This included events such as book readings, crafts workshops, talks, courses, and more. The libraries often relied on social media pages and struggled...
with documenting what had happened, been discussed, or produced during the activities. In this project, we used Webstrates as a platform for rapid, exploratory, and iterative prototyping of new tools for both visitors to the libraries and organizers of events.

We built a prototype, PARTICIPATE, in which events were represented with what we called an activity sheet (see Figure 9). Activity sheets were inspired by event pages on social media such as on Facebook. Participants could share posts, images, and access books in the library related to the event. Organizers could configure the activity sheet, enable Q&As, setup a bookshelf, and more. In many ways PARTICIPATE is a conventional web app and does not exhibit characteristics of computational media. However, the Webstrates platform allowed us to design high-fidelity functional prototypes with data persistence and real-time collaboration without the need for back-end development. This is not unlike how HyperCard was used in the 1980s to create functional prototypes in early participatory design projects [19].

From the surface perspective of the user, it was not possible to see the difference between the Webstrates-based prototype and a regular web application. Webstrates is built within the ecology of the web and, hence, frameworks

Fig. 9. The PARTICIPATE prototype. A high fidelity prototype of a web app built on top of Webstrates. It shares characteristics with a event page on social media where participants can post messages and pictures as well as share inspiration and references to books in the library. Instead of using a conventional server with a database, content is stored directly in a webstrate (reprinted from [65] with authors’ permission).
and libraries creating a familiar look and feel could be used (T7: Creating Something New vs. Offering Something Familiar). PARTICIPATE was developed by professional programmers that used their everyday tools by adapting our Webstrates file system integration to integrate with their own version control and issue tracker system (T8: Working With Your Own Tools vs. Adopting Built-in Tools).

With Webstrates, we have yet to realize fine grained access control. Currently, a user logged into a Webstrates server can have read or write access to a webstrate such as an activity sheet in PARTICIPATE. Users who were logged in with an organizer account could configure an activity sheet — something we never experienced. This relates to two tensions. Firstly, T1 (Malleability vs. Stability): To rapidly iterate on prototypes we leveraged a platform where all edits could be done on the client side sacrificing the stability of server side programming. Secondly, T4 (Big vs. Small Distance Between Development and Use Views): From the perspective of the system using and developing is technically indistinguishable and it is impossible for the system to guess if an edit to the DOM is considered the one or the other. This, we believe, is an inherent tension in computational media.

6.3 Programming Assignments

We have used Webstrates on multiple occasions to develop tools for teaching, and we will highlight two of them here. In the first occasion, Webstrates and Codestrates v1 were used to facilitate programming assignments in an interactive systems class [9]. 58 students worked in pairs developing small interactive applications, which would be developed inside the notebook interface. Multiple exercises could co-exist in the same notebook, together with instructions and notes. The workflow relied heavily on the use of the built-in package manager [8]: (1) Teaching assistants (TAs) would prepare programming assignments in a private codestrate and push assignments as packages to an assignment repository. (2) Students would then pull the assignments to a codestrate that they collaborated on in pairs. (3) After students solved the assignment, they handed it in by pushing it to a submission repository. (4) TAs would then pull the last submitted version before the assignment deadline — enabled by the timestamped version history of a webstrate — into their own codestrate and grade it. (5) TAs, lastly, would push the graded assignment back into the submission repository of each respective group.

In another occasion, Codestrates v2 has been used to develop a tool to create interactive exercise sheets for programming (see Figure 10). These exercise sheets have been used for multiple years in an introductory class to programming with over 100 students. The instructor would author exercises through Cauldron with an extension for easily instantiating new exercises with various types (JavaScript, CSS, or DOM manipulation exercises). The instructor would write small unit tests for the exercises, which would automatically be run in the students’ sheet for immediate feedback. Each student would generate their own copy of the exercise sheet of the week, and hand-in the URL to their TA for grading. The TA could leave feedback for individual exercises simply by appending a parameter to the URL of a codestrate, which would show a textbox per exercise for comments.

These two uses of Webstrates and Codestrates for teaching touches upon several tensions. In the case of the exercise sheets, using them with 100 students required a certain level of stability (T1: Malleability vs. Stability). We did not want the students to be able to break their exercise sheet unintentionally — a problem that happened while using the less stable Codestrates v1 in the interactive systems class. We therefore hid the ubiquitous “Edit” button, which was simply done through a line of CSS. Furthermore, the exercise sheets ran in protected mode to avoid browser extensions to break the document. Finally, some exercises required DOM manipulation. Here, we sandboxed the area the students manipulated in an <iframe> to avoid, e.g., a line such as the following that would empty the whole document: document.body.innerHTML = "". It is worth noting that the students always
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had the opportunity to edit an assignment through the developer tools or open Cauldron by appending the parameter `?edit` to the URL of their sheet. The latter would give access to the unit tests from where they in principles could derive the assignments’ answers. However, we never experienced this to be a problem.

In the interactive systems class, students generally were excited by the possibility of real-time collaboration on solving exercises. However, they also struggled with edits that would conflict in one way or the other (T2: What is Shared vs. What is Not Shared). For example, if a student reloaded the page while another student was editing a script that could cause the script to not run, or when a student collapsed or opened a code editor that would make the window of the other student scroll.

As mentioned above, in the interactive systems class assignments were distributed using the package management of Codestrates v1. This made it easier to correct mistakes in the assignment at a later point (T6: Self-contained vs. Auto-updating Authoring Environment). Still, updating an assignment would reset the code already written by students. In the programming exercises using Codestrates v2, the exercise framework was also dynamically distributed as a package. The programming assignments themselves, however, were embedded into the prototype codestrate students copied. Here, changes to the programming exercises would require students to create a new copy and move over code from their old one.

7 THE REPROGRAMMABLE GAME CHALLENGE

After we finished the development of an initial version of Codestrates v2 and Cauldron in 2020, we used the prototype in a study with programmers. The aim of the study was to get open-ended empirical insights on how the particular instantiation of computational media realized through Codestrates v2 and Cauldron was experienced by users. Additionally, to evaluate the usability and understandability of Webstrates and Codestrates v2 to further improve the platform in the future. To make the tasks for participants more playful and explorative, and to encourage collaboration, we decided to conduct the study as a game challenge to implement a reprogrammable multiplayer game. That is, the outcome of the game challenge itself was supposed to be a piece of computational media. This is described in more detail in Section 7.2.

Table 1. Overview of the participants’ self-assessed programming knowledge on a scale from 1 (no knowledge) to 10 (expert), and whether they developed with Webstrates and Codestrates v1 before. (Only participants that filled out the demographic questionnaire are listed.)

<table>
<thead>
<tr>
<th>Participants</th>
<th>P1</th>
<th>P2</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
<th>P10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Programming</td>
<td>8</td>
<td>2</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Web Development</td>
<td>6</td>
<td>3</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>JavaScript</td>
<td>8</td>
<td>2</td>
<td>9</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Game Development</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Webstrates</td>
<td>8</td>
<td>3</td>
<td>7</td>
<td>7</td>
<td>2</td>
<td>9</td>
<td>4</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Codestrates v1</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

Developed with Webstrates | yes | no | yes | yes | no | yes | no | no | yes |
Developed with Codestrates v1 | no  | no | yes | no | no | no | no | yes | yes |

Table 1. Overview of the participants’ self-assessed programming knowledge on a scale from 1 (no knowledge) to 10 (expert), and whether they developed with Webstrates and Codestrates v1 before. (Only participants that filled out the demographic questionnaire are listed.)

7.1 Participants

We recruited participants for the study creating posts promoting the study in the Slack workspace of Webstrates and on Twitter, as well as inviting potential participants directly, e.g., people that used Webstrates before. Participants were required to have experience in web development and JavaScript programming — experience in game development or with Webstrates were not a requirement. 23 people signed up to participate in the study, 12 of them participated in the interviews, and 9 of those filled out the demographic questionnaire. Three interviewees described their gender as female and six as male. Interviewees’ age ranged from 24 to 37 years. Five interviewees described their occupation as being Ph.D. students, one as a postdoc, two as researchers, and one as a software engineer. Participants’ self-assessed programming knowledge is summarized in Table 1. All questions were phrased as “knowledge of [skill]” on a scale from 1 (no knowledge) to 10 (expert) with no intermediate descriptors apart from numbers. Further, participants were asked if they had previously “developed with Webstrates/Codestrates v1” as yes-or-no questions. Some participants worked together in groups, Table 2 summarizes the groups and the games they implemented.

7.2 Procedure

The study was conducted in June 2020 and took place entirely remotely, due to the COVID-19 pandemic and the diverse locations of participants. After recruiting participants, the study was kicked off by sending participants a design brief describing the task and scope of the study. Next, participants had three weeks of coding time to work on their games in their own time. After the coding time, participants presented and demonstrated their games in a joint virtual meeting. Finally, we conducted semi-structured interviews with 12 participants. Participants were not compensated for their time and volunteered in partaking in the study.17

7.2.1 Design Brief. In the week before the game challenge, participants received an email with the precise schedule of the study and an invitation to a Slack workspace that we prepared for the study. At the first day of the game challenge, participants received a design brief including the task description of the study, documentation of the Webstrates, Codestrates v2, and Cauldron platforms, and a link to the consent form and a demographic questionnaire.

The challenge consisted of four tiers: (1) Make a small game, (2) make it multiplayer, (3) make the rules or part of the rules editable through programming, and (4) allow users to edit the rules collaboratively (i.e.

17A grant agreement requires us to work with subjects on a volunteer basis.
anyone can change the rules at any given time). Participants were encouraged to fulfill all tiers but it was not a requirement. There were no restrictions in what game participants could develop and they were allowed to modify the examples we provided them with. Participants were given the opportunity to work alone or in groups with other participants. For the challenge, participants should only use Cauldron for the development of their game and no external editors. Participants were, however, allowed to use any JavaScript libraries, such as Phaser,\textsuperscript{18} P5.js,\textsuperscript{19} or Three.js.\textsuperscript{20}

The documentation of the platform included the documentation of Webstrates, Codestrates v2, and Cauldron. We created a “getting started” video and for each of the three platforms an introductory documentation and a full API reference. Furthermore, we created examples of small applications using Cauldron (a todo-list and a simple slide show application) and two games implemented in Cauldron (a “Baba Is You” inspired puzzle game and a “Tank Trouble” inspired multiplayer game; see Section 8). The examples were intended as a starting point for participants to see how applications and games could be implemented in Cauldron.

\subsection{Coding Time}
After receiving the design brief, participants had 16 days (later 21 days, see below) to work on their games. Participants could themselves decide when and for how long they wanted to work on their games. In the provided Slack workspace, participants could communicate with and receive help from each other, as well as, receive support from the facilitators of the study and the developers of the Codestrates v2 and Cauldron platforms. Participants were also encouraged to report any bugs they encounter in the Slack channel.

After inquiring on Slack after one week of the challenge how participants were progressing with their games, we found that many had yet to start with the challenge. Thus, we decided to extend the timeframe by another 5 days, resulting in a total of 21 days for participants to work on the game challenge.

\subsection{Game Demonstration}
After the coding time, participants were invited to present and demonstrate their games in a joint virtual meeting. Participants presented five games live and one game in a recorded video presentation, as this group did not have time to participate in the meeting. After each presentation, participants had time to discuss and comment on each other’s games. The meeting lasted one hour.

\subsection{Interviews}
In the week following the game demonstration, we conducted semi-structured interviews with participants. We conducted ten interviews with a total of 12 participants – eight interviews with an individual participant and two interviews with two participants. Each interview was semi-structured and covered topics such as what game participants developed, how far they got, what inspired their ideas, as well as questions about using the Webstrates, Codestrates v2, and Cauldron platforms. For participants who worked in groups, we also asked for their experiences in collaborating in Cauldron. The duration of interviews varied between participants from only around 15 minutes up to 75 minutes; most interviews lasted between 30 and 45 minutes. This depended, among other things, on the progress that participants made on their game and their prior knowledge of Webstrates.

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
Groups & G1 & G2 & G3 & G4 & G5 & G6 & G7 & G8 \\
\hline
Participants & P1 & P2 & P3 & P4, P11, P12 & P5 & P6, P8 & P7 & P9, P10 \\
Game & \textit{Uruburu} & - & \textit{Card Game} & \textit{The Teachable Game} & \textit{Flappy Bird} & \textit{Tank Game} & - & \textit{Rouge} \\
\hline
\end{tabular}
\caption{Overview of the groups that worked together and the titles of the games they implemented.}
\end{table}

\textsuperscript{18}Phaser: https://phaser.io/ (Retrieved December 31, 2021)
\textsuperscript{19}P5.js: https://p5js.org/ (Retrieved December 31, 2021)
\textsuperscript{20}Three.js: https://threejs.org/ (Retrieved December 31, 2021)
7.3 Data Collection

In the beginning of the game challenge, we collected demographic data about the participants (the introductory questionnaire can be found in the supplementary material of this article). We recorded the audio and video of the game demonstration meeting. All resulting games and their code version history were preserved on our servers. We recorded only the audio of some interviews, while for others we also recorded video, which included screen recordings of the participant showing their game as well as drafts and resources they used for inspiration or help in the development process. All of these data were associated with pseudonymized IDs and stored on secure university servers. Furthermore, we collected the game prototypes that the participants implemented.

7.4 Analysis

We first transcribed all interviews verbatim. For parts that were difficult to hear, we either omitted that section or provided two or three likely alternatives so as to keep the transcriptions as close to the actual wordings as possible. Some interviews were conducted in Danish, those were then translated into English, striving for equivalence in meaning and interpretation in favor of transliteration [55]. This was less a problem in our context, as Danish and English are closely related, and our interviewees largely share cultural backgrounds. When reporting quotes from interviews in this paper, we show “cleaned up” versions for legibility that preserve the original meaning. For instance, instead of “I-I-I think that” we write “I think that.”

The main goal of this analysis was to gather empirical insights about how the design decisions behind Codestrates v2 and Cauldron affected participants’ experiences and understanding of computational media. For this purpose, we used the eight design tensions described in Section 5 for driving the analysis of the interviews and reflecting on how the design trade-offs that led to Codestrates v2 and Cauldron ended up helping or obstructing the creation of computational media. Thus, the results are not intended as an exhaustive picture of how participants used Codestrates v2 and Cauldron but as a discussion of how participants’ breakdowns, frustrations, and confusions help us reconsider our design decisions and inspire new trade-offs when navigating the tensions between the vision and the pragmatics of computational media.

We followed a two-stage reflective thematic analysis [10] approach. In the first stage, we used the eight tensions in Section 5 as the guiding themes for a deductive coding of all interview transcripts. During this first stage, we focused on identifying participant comments that reflected any of the eight tensions and their associated concepts (e.g., comments related to malleability, stability, and the tension between them). One author coded all interviews, while three other authors each coded two or three of them, so that all interviews had been coded by at least two authors. The coding consisted of associating interview fragments with one or multiple tensions in a spreadsheet, as well as annotating how the design trade-offs behind Codestrates v2 and Cauldron shaped users’ experience and understanding of computational media (e.g., to what extent the tools met participants’ expectations of malleability and stability).

The second stage involved a detailed discussion of all interviews, mixing deductive coding (to discuss the data in terms of the tensions) with inductive coding (to identify nuances in the data and create subthemes). Over multiple meetings, four of the authors went through all of the interviews together, line by line, and discussed why they were coded for which tension. As part of these discussions, we often re-watched the recorded demos and inspected the implementation code of the games to aid in our interpretation of the interview data. The main goal here was not to find agreement between coders for achieving more “reliable” results, but rather to use disagreements and differences between coders as discussion drivers [47]. The discussions aimed at identifying the most salient and interesting patterns in participants’ experiences, which led us to creating subthemes as well as reflecting on our “lessons learned” about realizing computational media.
8 THE GAMES

Before we present the results of our study in the next section, this section will summarize the games the eight groups have worked on during the study. We refer to participants as P1 – P10 and to groups as G1 – G8 in this and the following sections. G2 and G7 did not manage to implement a game, but we still report on their experience.

8.1 Group 1: Uruburu

P1 worked alone on his game Uruburu (see Figure 11a). The game of P1 is inspired by the video game Snake\textsuperscript{21}: A snake with two heads is used to move through a maze with the goal to reach one head with the other. This is done by eating items to grow. The multiplayer aspect of the game would be that each head is controlled by a different player, thus, they have to collaborate to solve puzzles.

P1 spent a considerable amount of his time ideating about the gameplay, multiplayer, and how to make the game malleable. Being familiar with Webstrates, P1 aimed to represent the levels as SVG vector files that would be synchronized in the DOM of Webstrates, allowing to be inspected and modified by users in the developer tools.

P1 got started by implementing the levels, design of the snake, and some basic gameplay mechanics such as moving the snake or adding walls. One head could be controlled by using the WASD keys, the other with the arrow keys. Further gameplay mechanics, like growing, eating items, or multiple levels, however, were not yet implemented.

8.2 Group 2

P2 tried to use Codestrates v2 and Cauldron alone but did not succeed due to lacking programming knowledge (see also Table 1) and time to spend on the game challenge. P2 felt overwhelmed by Cauldron and its complexity and struggled to use basic functionality like creating fragments and toggle them to auto-run. A reason was that the development environment in itself was not self-explanatory and did not support users in programming as other block-based environments P2 tried out in the past. Due to these difficulties, P2 did not attempt to create a game.

8.3 Group 3: Card Game

G3 originally consisted of P3 and one of the authors who acted as a participant-observer during the ideation phase and early stages of the prototyping phase. The researcher let P3 be in charge of implementation details and other technical decisions. After this, P3 worked on their own to develop and implement the game. Importantly, the author did not participate in the demo session, was not interviewed, and did not interview P3.

G3 developed a card game based on Uno\textsuperscript{22} that would accommodate up to four players (see Figure 11b). In contrast with the original Uno game, this game was meant to allow players to dynamically alter the rules along the way. Further, the rules were envisioned to be arbitrary and not limited to a particular set of pre-defined rules. Importantly, the game was designed as to not enforce rules immediately so that players could potentially break the rules and get away with it, unless another player explicitly asked the system to check if a rule was broken.

P3 decided early on to develop the game in their own code editor Visual Studio Code with the plan to later migrate it to Codestrates v2 and the Cauldron editor. This ended up causing issues with sharing the game among multiple clients as will be unfolded further in the findings. Therefore, the game only worked locally on a single computer at the time with all participants having to be co-located. This also meant that every player could potentially see all players’ cards.


\textsuperscript{22}Uno card game: https://en.wikipedia.org/wiki/Uno_(card_game) (Retrieved December 31, 2021)
(a) Group 1: Uruburu.

(b) Group 3: Card Game.

(c) Group 4: The Teachable Game.

(d) Group 5: Flappy Bird.

(e) Group 6: Tank Game.

(f) Group 8: Rouge.

Fig. 11. Screenshots of the games implemented by the participants.
8.4 Group 4: The Teachable Game

G4 consisted of P4, P11, and P12 who based their game design on two core technologies, WebRTC and Tensorflow, that P4 and P12 had previously worked with respectively. The game was conceived as a "hot potato"-style game with either a timed bomb that you need to pass on to other players or a randomly moving bomb that you need to avoid.

The playing field is a Windows 95-like desktop dotted with folder and terminal symbols, and each player is represented with their live video feed in a small window that can move around based on tracking gestures (see Figure 11c). The game allows for two different models of tracking: face and hands. To move the video feed avatar, a player moves the respective body part around in the window based on a pre-trained machine learning model.

To alter the rules, a player must move to a "terminal" symbol, which prompts the player for a global rule change such as reversing the X- or Y-axis or changing the tracking model. The other players are not explicitly notified that any changes have happened though they are immediately affected by them. The game was not fully finished as the bomb element was never written. Thus, it was possible to play the game but there were no conditions for winning or losing.

8.5 Group 5: Flappy Bird

P5 worked alone in creating a Flappy Bird clone for multiple players (see Figure 11d). Each player controls a flying bird on a continuously moving background with pipes of various lengths that they then need to avoid by flapping. The only control is the space bar that makes the bird flap upwards to counteract gravity pulling the bird down. The game field is synchronized among all players and each bird is likewise synchronized among everyone, thus making it possible to see where the opponents are flying. To make the rules editable, P5 separated some of the game logic in a single code fragment that they then exposed to the player as part of the game window. In essence, the game window, thus, consists of both the actual game and the program code in which a player can manipulate parameters, e.g., for the gravity or the amount of pipes. The game field is dynamically generated, and the game ends once every bird has crashed into the ground or a pipe. The player with the highest score, i.e. number of pipes passed, wins.

8.6 Group 6: Tank Game

P6 and P8 worked together to create a 2D tank game (see Figure 11e). Unlike the other games that came out of the challenge, the tank game is a direct adaptation of an example given to the participants by the authors. The participants decided to keep most of the original gameplay mechanics. That is, the game is distributed among clients, each player controlling a tank with the WASD keys and firing bullets with the space bar. If hit by any bullets in the game, the player is then disintegrated and can respawn to play again.

P6 and P8 implemented a portal that — by shooting it — would transfer all players to a new "world" with a different set of rules that you then would have to explore by playing. While originally considering having players edit the rules manually in the program code, the group decided that this would break the pacing of the game and thus opted for a different approach. When the portal is shot, a random parameter related to the game mechanics is changed to a random value, e.g. the tanks would rotate faster or slower, or you would have more or fewer bullets available. The portal moves around randomly on the playing field and its position is not synchronized among players, meaning that each player sees a unique position of the portal. G6 also considered implementing a scoring system, a leaderboard, and other game modes such as team deathmatch but, due to time constraints, did not.

25Codestrates Tank Trouble example: https://demo.webstrates.net/TankCauldron/release/?copy (Retrieved December 31, 2021)
8.7 Group 7

Much like P2, P7 did not end up developing a game. In their own words, it was mainly due to lack of game development experience. The intent was to create a game in the style of The Incredible Machine\(^\text{26}\) in which the goal is to construct elaborate “Rube Goldberg-esque” contraptions. P7 explained how the rules that were to be altered would then be parameters of the game physics such as gravity and bounciness of particular elements. While they did manage to create an application through Codestrates v2 and Cauldron containing a few game elements, P7 struggled to implement a working physics model and thus ended the challenge rather early.

8.8 Group 8: Rouge

The single-player 2D game by P9 and P10, Rouge, is an homage to the early dungeon crawler Rogue using emoji symbols instead of textual glyphs, each taking up a $1 \times 1$ space in the game field (see Figure 11f). The player controls a red lipstick that they can move around using the arrow keys. The purpose of the game is to delve deep into the dungeon. On every level is a set of stairs through which the player will be transported to the next level, and each level in Rouge consists of a number of automatically generated rooms and hallways that the player must explore.

One salient feature of Rouge is the commands. By using the letter keys on the keyboard, a player is able to write on the ground in a given direction so as to form commands that enforces rule changes, e.g., giving the player the ability to walk through walls or becoming solid again. However, as the player moves along with the writing and the commands have to fit inside a particular room, finding the right spot to write commands becomes a core part of the game strategy. This was motivated by the game Baba Is You.\(^\text{27}\) G8 further planned for providing multiple lipstick colors, each enabling a particular writing mode. Ultimately, however, the game was not fully finished, being judged by P9 and P10 themselves to only be around halfway done.

9 RESULTS

We structure the results around the tensions from Section 5 to report on the aspects of the design of Webstrates, Codestrates v2, and Cauldron that impacted participants the most—especially focusing on the breakdowns, frustrations, and confusions they experienced during the challenge. We present findings on six out of the eight tensions, because we did not identify new insights for tensions T5 (Authoring Environment Written in Itself vs. Not Written in Itself) and T6 (Self-contained vs. Auto-updating Authoring Environment) in the data. For each of the six tensions, we present subthemes describing salient patterns in the interview data. These subthemes are not meant to be exhaustive of each tension; rather, they emphasize aspects that were surprising, interesting, or otherwise illustrative of open challenges for future work on computational media. Each section is concluded with a short summary of takeaways from the findings.

9.1 T1: Malleability vs. Stability

The tension between malleability and stability affected most participants. It manifested both in the versioning system of Webstrates, which enables to roll back changes, as well as in defining explicit safeguards to the code by defining hot and cold spots in the code, and in the possibility to break the development environment.

9.1.1 Versioning. Various versioning practices turned out to be central safeguards to accidents. While versioning is core to how Webstrates operates and Webstrates provides a versioning API with an integrated revision browser in Cauldron, not all participants perceived it as a real versioning system that could be trusted. Some explained this was due to feeling a lack of control in what changes comprised a version and that this was “not transparent” (P10).


\(^{27}\)Baba Is You: https://en.wikipedia.org/wiki/Baba_Is_You (Retrieved December 31, 2021)
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You don’t really know how many steps to go back. Because, is it a line of code added, is it a character, is it like the last half-hour that I’ve been working? (P9)

Indeed, code fragments are elements in a webstrate’s HTML, thus every change to the code — including the addition of a single character — is a change to the DOM that is persisted as a new version. However, participants seemed to disregard that Cauldron was just a window to editing the DOM and expected a more traditional way of versioning “just the code” of their game. For example, P3 was aware of the revision browser, but was expecting it to focus on the changes to the code fragments and not the malleable system as a whole:

When you navigate the revisions, it shows you the website [i.e., the game]. And sometimes there were changes in the code that weren’t reflected [in the interface]. So it was difficult to know where were the differences in the code base. (P3)

To have a better sense of control over the code versions, G8 ended up using Google Docs as a make-shift versioned archive. P9 considered Google Docs a “safe place” to archive their code in. Others used the cloning capabilities of Webstrates to recreate a working version of a broken system. For example, the tank game group (G6) had started their project by cloning one of the provided examples, so when their application broke, they created a new copy of the example and copy-pasted their code piecemeal to identify the bug and recover from there.

An important consideration in designing future tools might be to allow users to separate versions caused by changes in program code from versions caused by application use. As Webstrates has automatic built-in versioning, the development and use activities are conflated with regards to versioning. This conflation of versions, in turn, rendered the versioning system useless as illustrated by G4:

We took the kind of bad choice that we also saved where every player’s camera feed was, we also saved their position in a JSON fragment. And that had the effect that every time a player moved, a new version appeared. […] We were up in like 30,000 or something [versions]. And that actually made it kind of useless to roll back. (P4)

All participants developed working strategies to cope with breakdowns, and none experienced significant loss of work due to the malleable nature of the system. Interestingly, some of the wishes of participants, e.g., HTML fragments using a persisted DOM (see Section 9.2) would have exacerbated some of these issues even further, as in these cases even simple changes to the state of the game would have created new versions in the version history, convoluting it even further.

9.1.2 Losing Access to Cauldron. A few participants introduced bugs in the code of their games that caused them to lose access to Cauldron, which they would have needed for fixing the bugs. Since the game and Cauldron ran within the same browser tab, sharing state, screen real-estate and memory resources, some bugs in the game could also break the authoring environment itself. For example, P7 introduced a bug that would prevent the page from loading at all: "How can I even fix this error if I cannot see the code?" P3 had a similar problem where their game was covering the “Edit” button so that they could not access Cauldron anymore.

9.1.3 Hot Spots vs. Frozen Spots. Participants made explicit efforts and code-structuring decisions to control what parts of the games players should or should not change. A common approach to scoping the malleability of the game relied on defining hot spots and frozen spots in the game code, i.e., code that may be changed by players and code that should stay untouched. Participants seemed to expect most code to be frozen, except for the rules and mechanics that players were allowed to reprogram. For instance, P1 wanted to let players change the maze logic of his Uruburu snake game (e.g., letting the snake pass through a wall or not), so they created dedicated fragments for two types of hot spots: an HTML fragment called “game-area” with the HTML of the maze, and a JavaScript fragment called “uruburu-logic,” where a function associated CSS classes of game elements to a Boolean determining whether the snake could go through them or not. In this way, players could see what CSS
class to assign a maze element to let the snake go through it, or change the logic for all elements tagged with a specific CSS class.

Some participants tried to make hot spots accessible to players by exposing code and selected parameters in the game interface itself. P5 used the capability of Codestrates v2 to instantiate an editor in the view for a specific code fragment to expose a part of the game logic as reprogrammable, e.g., the “gravity parameters” that affected the Flappy bird (see Figure 11d). P3 offered players a list of text boxes for redefining the behavior of each card in his game, where they could link the name of a card (e.g., “3-hearts”) to how many cards it would make the player draw from the deck and whether it changed who the next player was.

We found it interesting that beyond helping players identify hot spots, most participants seemed to feel responsible for ensuring the stability of the game themselves. Even though the goal of the challenge was to build a reprogrammable game, there were concerns about Cauldron granting players uncontrolled access to the whole source code: “if they can open the editor and change the way things bounce around, well they can change anything” (P7). We believe that the more restrictive interfaces for changing the rules of the games, such as P3’s textboxes or G4’s dropdown menu, are not only attempts to make the rule-changing easier to use but also strategies to nudge restrictions into what users could change. For example, P5 feared that by having players change the code directly within the game rather than by using Cauldron they were more likely to introduce syntax errors, for which they imagined creating safeguards with block-based programming to “make it simpler for non-programmers to understand what’s going on.”

9.1.4 Takeaway T1: Malleability vs. Stability. To ensure that users confidently can change malleable software, they need to be able to trust a versioning system and easily be able to roll-back changes. While Webstrates provides extensive versioning, it is ill understood by many users rendering it useless for them. Versioning needs to be meaningful, even more when the versioning of both the code and the application state share the same space. When it comes to making applications malleable and reprogrammable by other users, we found that participants were aware of these issues and considered exposing only certain hot spots of the code to users while keeping the rest as frozen spots. Here, future computational media should provide explicit mechanisms to support creators in making these safeguards in a flexible manner. Finally, designers of computational media should carefully consider how to let users revert when breaking their own authoring environment.

9.2 T2: What is Shared vs. What is Not Shared

Participants faced many confusions and surprises as they found differences between what they expected to be automatically shared (i.e., synchronized across clients) and what Codestrates v2 actually shared. At the same time, some parts of documents were automatically shared but participants expected them not to be shared.

9.2.1 Expecting Fragments to Share Their DOM Output Across Clients. Some participants assumed that because fragments are shared (i.e., collaboratively editable), their output is shared as well. This association is often implied in the way that they talked about fragments, e.g., “those sort of fragments, they are not synchronized between clients” (P4) — fragments are synchronized between clients; their generated DOM view is not.

Participants that had previous experience with Webstrates and Codestrates v1 were confused when noticing that the DOM output of the fragments was not automatically shared. While this decision was made to better support collaborative editing of a fragment, participants that collaborated in Cauldron still expected the view of fragments to synchronize as in Codestrates v1. For example, P1 carefully designed their game entirely based on the assumption that DOM elements would be automatically synchronized across all players: “I also felt lightly
betrayed by the tools because I felt like the very fact that you didn’t have to do anything to persist [share] stuff was the key value of Webstrates.” P4 had previous experience on Codestrates v1 and had similar expectations:

“It’s as if some of the idea that everything just synchronizes, that’s removed a bit now, that it had been drawn back. And that can be a little sort of counter-intuitive because I think, like, well my basic thought is “okay, I have this DOM that just synchronizes.” And then all of a sudden, then, then it, it doesn’t actually do that. (P4)

9.2.2 Expecting Fragments to Share State Across Clients. A common surprise among participants was to realize that the automatic sharing of a webstrate’s DOM did not come with automatic sharing of state, e.g., instantiated JavaScript objects. In other cases, some used JSON fragments to parametrize game rules and system properties (e.g., what actions or penalties apply to a player when they draw a card from a deck) and faced similar surprises when noticing that editing a JSON fragment did not update the state of the system but required a page refresh.

P3 designed a Uno-like card game where the cards that are drawn from a deck hold the rules about what should happen next, e.g., “the two of hearts makes the next player draw two cards.” The deck of cards should be shared among all players, and each player should see their own hand but not the one of other players. Rather than developing the game with Codestrates v2 and Cauldron from the start, P3 chose to first build a prototype with Vue.js, a JavaScript framework that keeps views synchronized with their models, and then move the code to Codestrates v2 to automatically synchronize all players every time one of them changed a Vue.js model (e.g., when a player draws a card). However, once P3 started testing the game with multiple clients they realized that the state of the deck and the cards in players’ hands were not shared automatically: “So we wanted all the players to have the same shuffled deck and that’s not the model of Codestrates. You don’t share state, yes, you only share view.” As a workaround, P3 tried to use a JSON fragment as a shared model across players, expecting it to work as a live object with synchronized state across clients, which it, however, does not: it only synchronizes the DOM content between clients.

G4 used a JSON fragment as a centralized model to share state across clients. In their case, each player had a camera feed on the gameboard, and their head movements controlled the position of their feeds. The JSON fragment was updated by each client with the coordinates of the camera feeds, and all clients listened for changes to this fragment to reload the JSON and update the position of the players on the screen. However, it became clear that JSON fragments were not designed to support the requirements of such real-time interactions and P12 reported that in hindsight they should have used signaling to broadcast player positions instead of persisting them in the JSON fragment.

We find it interesting that these participants were aware of the signaling mechanism recommended to communicate state across clients, but still tried to find other ways of having their state automatically shared. There seems to be an expectation that Webstrates magically takes over all management of collaboration and sharing. This is, however, not the case as merely the DOM is synchronized by Webstrates, which in turn creates confusion or disappointment among users. Section 9.5 elaborates on this confusion about how things were meant to be done.

9.2.3 Expecting Canvas Elements to be Shared Across Clients. Some participants based their multiplayer games on running examples of Codestrates (e.g., the tank game) or open source, single-player games. In many cases, these games used the HTML <canvas> tag for rendering graphics, which lacks a DOM representation and, thus, cannot be shared across clients with Webstrates. This felt discouraging to those counting on Codestrates v2 to take care of synchronizing the UI across players. P7 realized that the tank game example did handle synchronization of the canvas-based game using signaling and felt that this would be “a bit scary” to do manually.

28Vue.js: https://vuejs.org/ (Retrieved December 31, 2021)
P8’s group (G6) worked on modifying the multiplayer tank game offered in the Codestrates v2 documentation by adding a “portal” that changed the rules of the game every time a player shot at it. This portal moved around the game, so that players shooting at each others’ tanks could accidentally hit it. The portal was also part of the <canvas> element of the game, and when they noticed that its position was not synchronized across clients, they decided to keep that as a “fun” element in the game that adds "additional randomness" (P8).

Interestingly, even participants that used signaling to synchronize the parts of a <canvas> across clients sometimes took syncing for granted. P5 adapted a Flappy Bird game to be multiplayer, where two birds had to jump up and down together while avoiding the same autogenerated pipes. They used signaling to synchronize the position of the birds when players made them jump. However, it was only after testing and seeing different game layouts across clients that P5 realized that the position of the pipes also had to be synced.

The vision of computational media lead participants to think that Codestrates v2 and Cauldron are “magical” platforms that solve most issues in programming. Some participants, for example, developed an ideal “fantasy” of the system solving all problems related to the synchronization of state for them. G4, for instance, handed the responsibility of changing their state to the platform:

We probably thought, like, that: “Ah, it’s super easy, this part about synchronizing state, because it’s practically solved for us.” And then we didn’t really spend time on writing that part of the code properly. And it, then that turned out to bite us in the ass pretty hard. (P4)

P7 was similarly attempting to implement a game with a library that puts the game into a <canvas> element, whose content was not synchronized in them DOM: “I was like: ‘But we have Webstrates.’ But I get it, it’s in a canvas.” Even though being aware of the fact that a canvas is not synchronized by Webstrates, P7 still expected Webstrates to solve this issue. P4, further, described a feeling of Webstrates simplifying everything about implementing games:

Then you can really have this idea or get sort of this feeling that “oh, then you can just sit and do all kinds of things and do things and build things super fast and such.” But when things are, like, asynchronous and it’s an event system and stuff, then you actually still have to think quite a lot if you would like to end up with something that works in the end. (P4)

9.2.4 Running Unfinished Code. Unlike text produced in the collaborative writing of documents, e.g., as in Google Docs, the code typed on Cauldron needs to be syntactically correct at the time of execution. Live sharing of fragment changes across clients enables collaborative coding on Cauldron, however, the code that is being edited by one user might be run by another at the same time, which may cause the system to break until the editing is complete and without errors. For instance, for P11 sometimes code would “crash completely” due to their teammate changing code in the same document. Similarly, P10 reported that syntax errors would often occur when working with a group member at the same time in the same fragment. To avoid breaking each other’s code, G4 often ended up splitting tasks and working on “private” copies of their game webstrate and merging changes into their main copy once they got their part working.

9.2.5 Takeaway T2: What is Shared vs. What is Not Shared. We learned that there are many nuances to what is expected to be shared or not in computational media. Participants’ frustrations around system elements that were not automatically shared across clients suggest that their mental model of computational media is that everything is shared, and the difficulties that come with syncing changes across clients are also magically solved. Synchronizing the DOM of a website does not resolve issues around shared JavaScript runtime state. The state of, e.g., a <canvas> is not reflected in the DOM. Users of computational media need to be made aware of these nuances to adjust their expectations about what is shared and what is not.
9.3 T3: Editing Directly vs. Editing Indirectly

Participants struggled making sense of the divergence [2] between the representation of software when it is running (i.e. the JavaScript runtime), and the representation of the form in which it is being edited (i.e., the code fragments). The assumptions of Cauldron allowing direct editing of the running system led some participants to expect Codestrates v2 to support live programming environment, which caused breakdowns related to running the same code multiple time and dealing with unexpected side effects.

9.3.1 Lack of Awareness of How Much the DOM and Code Fragments Diverge. Code fragments hold the “dead” version of a piece of code, similar to an HTML or JavaScript file. However, participants often expected code fragments to represent the DOM, i.e., the “live,” running system. Especially in the case of HTML fragments, many were surprised when realizing, through trial and error, that they could not directly edit the DOM view of fragments with Cauldron. For example, P3 complained, explaining “one thing is the DOM and the other thing is the HTML fragment, and these two entities are different, it’s not the same.”

Some participants failed to realize the full vision of their rule-changing games because their designs were based on the assumption that Cauldron would let them access and edit the runtime version of their games. For example, P1 wanted users to customize the map of their snake-like game and share the resulting HTML code with others. Based on their experience with Webstrates, they expected users to customize the map by manipulating the DOM, i.e., right-clicking on tiles, inspecting them with the developer tools and altering their behavior by changing a CSS class (e.g., turning a “wall” tile into a “floor” tile). However, they soon realized that the changes done via the developer tools were not reflected on the map’s HTML fragment, so sharing the code of custom maps in this way would not work: “I had the full assumption that when you make an HTML fragment, that is the same as making DOM in sort of basic Webstrates” (P1). P5’s Flappy Bird exposed the JavaScript fragments of the “Bird” class directly on the game’s interface (see Figure 11d). P5 expected users to edit values in the class definition (e.g., the gravity property) while they played, so that the birds would immediately change their behavior. This suggests that P5 thought they could change the behavior of the running bird instances by editing the code of the JavaScript fragment. However, when testing, they realized that editing the JavaScript fragment simply redefined the bird class, and that only future bird instances would behave differently.

9.3.2 Confusing Reprogrammability for Live Programming. Many participants seemed to expect Codestrates v2 and Cauldron to support live programming, even though the documentation does not suggest this is possible. We believe that the confusion might come from the fact that, unlike JavaScript fragments, static fragments such as HTML, CSS or Markup are re-rendered automatically after changes and do not feature a run button. We speculate that most often, users create HTML and CSS fragments first, getting a live-programming feeling from the start. This might also be the case for many JavaScript fragments that leave no evident side-effects after running them manually, e.g., fragments that only define classes, functions or global variables, which simply get overwritten after re-running the fragment. Eventually, unexpected side effects from previously ran JavaScript fragments affect the behavior of the system, and the impression of a live programming environment breaks.

For example, many participants perceived common precautions typical of JavaScript programming as shortcomings of Codestrates v2, such as checking if a DOM element exists before creating it or keeping track of event listeners to avoid duplications. P10 was surprised that pressing run on a JavaScript fragment would multiply programmatically-created views: “And when we then pressed ‘run,’ it just like spawned a new window down further down in the game.” P12 suggested a “solution” to avoid refreshing the page before running a JavaScript fragment:

> It would be awesome if you could just say “run” and then say “unrun” and then make an edit and then “run.” So you don’t need this refresh, because it’s something that takes quite a lot of time, and you are thrown a little out of context and such. [...] I mean, when you say “run,” you execute a script. And if you then press “run” again, well then it runs the same code on top of it, and that messes it up. (P12)
Echoing Basman et al. [2], event listeners were “a primary source of divergence,” for which P1 proposed a solution:

> Whenever I change the JavaScript fragments I have to refresh to actually have anything happen. Cauldron theoretically allows me to re-run the code. But, in interactive code like this, which depends on mechanisms like event listeners, that generally puts the game in a really strange state because it just keeps the existing event listeners [...] and just adds the new ones on top. Because this is procedural code, it is imperative. It says “do some stuff now,” rather than “these are the rules.” So I definitely found myself wishing that I was working in a more declarative language or framework. (P1)

Such ideas for “solutions” suggest that these participants expected Codestrates v2 and Cauldron to support live programming and, even though they were typing JavaScript, expected the runtime environment to work differently. Future design iterations should either avoid expectations of liveness and help users keep track of how state is affected by running JavaScript fragments (e.g., by supporting declarative registration of event listeners [2]), or try to indeed support live programming in JavaScript, for example, by decoupling rendering from event handling [60].

9.4 T4: Big vs. Small Distance Between Development and Use Views

We found that the short distance between the Cauldron (the development view) and participants’ games (the use view) supported fast context switches as we intended. For example, P4 liked that one can “just go in and see ‘okay, how is is implemented?’” and P12 that “if there then is something that suddenly doesn’t work, you can go in and inspect what it is, [...] you have your development environment in the same place. It works well for this kind of prototyping-in-the-wild-ish thing.” However, this short distance also caused problems related to shared resources between the views and extra effort in setting up Cauldron after every page refresh.

9.4.1 Shared Resources Between Development and Use Environment. As the memory and processing resources are shared between the development environment and the game, they can affect each other. Especially the game affecting the development environment is a rather uncommon case in conventional programming practices. P4, who was working with a computationally heavy application, explains this well:

> As soon as it had run, and even if it had stopped again, then I had to refresh the whole browser, because it couldn’t write anything at all. So much had it slowed things down. And you couldn’t write anything while the application was running. I mean, you couldn’t be working with WebRTC and have those machine learning models running, and write at the same time. (P4)

Being right besides the application in the same browser window, however, also caused problems when participants mixed up the current context they were working in: This led some participants to accidentally write
gibberish in the open fragment in Cauldron while they thought they were interacting with the game. P8 provided an example of the game and the Cauldron both “fighting for” keystrokes:

So we had this WASD mapping and that means when you press that [key] your tank moves around. But that also meant that if you didn’t click out of Cauldron, it would write into the text file [fragment] that you were working on, the W-A-A-A-S-D and so on. And so that causes a bit of trouble sometimes when you went to debugging and testing if it worked what you implemented, but you will, at the same time be messing up your file. (P8)

9.4.2 Effort in Context Switching. Since Cauldron is part of the application space, it is closed upon refreshing the browser, causing the developer to lose their current development context, i.e. scrolling positions in the code. To avoid this, P12 opened Cauldron in a separate window to preserve the development context while being able to refresh the game in another tab, increasing the distance between the views himself:

So usually when I’m working on the web, I have a live environment where whatever changes I make to the files, automatically propagated to the website and refreshes. So the experience [with Cauldron] was quite similar. However, when I worked with Cauldron, this meant that whenever I refresh the page, I would have to open the IDE again and go to the file that I was working at, because it wasn’t usually opening that file that I was working at. (P8)

P1 specifically mentioned their frustrations with the time spent pressing the “Edit” button and waiting “a few seconds for the Cauldron editor to appear” every time the website was refreshed.

9.4.3 Takeaway T4: Big vs. Small Distance Between Development and Use Views. Keeping a short distance between the development and use views of malleable enable quick context switches but can cause breakdowns for users when they mix up the current context of the system and can, for instance, cause unwanted changes in the development view while testing an application. By reducing the distance and running both the game code and the development environment in the same web page, they shared the same resources, and a slowdown of the game could cause Cauldron to be unresponsive. As the Cauldron is running the same web page as the software being built, reloading the game by refreshing the website also caused Cauldron to be reloaded. Future computational media should provide mechanisms to support both in-use as well as out-of-use development when needed. The latter to, e.g., avoid the development tools and application code fighting for the same resources.

9.5 T7: Creating Something New vs. Offering Something Familiar

Our participants had varying degrees of experience with programming and with Webstrates. Codestrates v2 and Cauldron aimed to offer participants something familiar: a code-editor like experience for programming. However, not all details matched up with the participants’ prior knowledge, which created confusions. Participants, for example, had difficulties matching the concept of a fragment with their existing concept of a file. Similarly, they expected Codestrates v2 to work in different ways depending on their prior experience with Webstrates and Codestrates v1.

9.5.1 Conceptual Blend Between Files and Fragments. There was a clash between traditional web programming using files and the way Codestrates v2 and Cauldron handled the execution of fragments: Many participants compared fragments to files in a folder system, where each fragment corresponds to a separate file. While this conceptual model worked well for HTML and CSS fragments as they are stateless, participants’ conceptual blend broke down with JavaScript fragments, as those could be both “run” and “auto-run” (see related confusions in Section 9.3).
Participants struggled to match this execution model with their experience of executing JavaScript files in regular web development. P10, for example, stated that they “couldn’t get that auto-update to work” while referring to the auto-run functionality of fragments. It seems that P10 thought that auto-run would directly update their game while they change the code instead of just running the code on page load. P8, on the other hand, who had experience with computational notebooks like Jupyter, could match their understanding of executing fragments individually with the one of Cauldron. P8 also mentioned that the auto-run “concept itself is pretty easy to understand.”

We found another example of a conceptual clash in the interview with P5, who did not initially understand that the order of fragments in the tree browser was in fact the same order as they are located in the DOM, hence, also determining their execution order. This stood in contrast with conventional code editors, where the order of files in folders does not matter:

> After a while I realized, for example, in this window [Cauldron’s tree browser], the sequence of all these fragments corresponds to the sequence actually in the DOM tree. [...] So, for example, all the codes [fragments] get run if you let it auto-run or something like that, then the sequence corresponds to how you put these things in the DOM so it’s, it’s run like this as we know. But then, yeah, sometimes I built another thing later so I would just sort of arrange the sequence of these pieces to make sure it runs what I want. (P5)

This data suggests that small conceptual differences can cause breakdowns by instilling assumptions and expectations of how the system works. We believe that implementations of computational media that draw from existing tools and concepts (e.g., JavaScript, files) should clearly indicate that what feels familiar can also differ from its typical use (e.g., JavaScript fragments may look like files, but unlike files, they can be executed multiple times independent of page load).

9.5.2 Confusions Based on Prior Knowledge of Webstrates and Codestrates v1. Participants expected Codestrates v2 to work in different ways depending on their prior knowledge of Webstrates, Codestrates v1, or web development in general. These expectations shaped how they approached the implementation of the game and their use of Cauldron, which sometimes diverged from what Codestrates v2 and Cauldron actually supported. Traditionally, anything you put in the DOM in Webstrates would be persisted on the server unless we were explicit about it being transient. In Codestrates v2, HTML fragments provided a convenient way of editing HTML. However, only the plain text content is persisted, and the rendering of it to the DOM is transient, although automatically updated when the HTML is edited. This caused confusion leading participants to assume that you could not just store data in the DOM in the conventional “Webstrates way.” You could, but not by using HTML fragments, you would have to write directly to the DOM with the conventional JavaScript DOM API. This, for example, confused P4, who was familiar with Codestrates v1 and made use of the synchronized DOM in the past:

> Well, those sort of fragments, they are not synchronized between clients. And that confused me a little because that was actually the way a lot, I mean, that was actually some of what I had taken advantage of in the old Codestrates [v1]. That, okay, the DOM is just being updated directly, so let’s just take advantage of that. But that, suddenly; it’s not like that anymore, now I need to actively update the DOM myself. (P4)

P1 even felt that these new features in Codestrates v2 diverged from the original vision of Webstrates:

> And the way that it was folded into the newer API, yeah, overall this gave me a sort of a sense that this set of tools, these Codestrates [v2] and [...] Cauldron, that they were designs with the standards of programmers in mind, rather than the vision of Webstrates. [...] And at that point I felt a big discrepancy between my assumptions and the assumptions of the people who’ve built the tool. (P1)

Similarly, G4 was insecure about how to store state in their game and thought they could not just store it directly in the DOM as they would normally do in Webstrates. In the documentation of Codestrates v2, we
had given an example of how state could be stored as plain text in a JSON fragment, mimicking a traditional model-view-controller pattern, and they assumed that was the “correct” Codestrates v2 approach. However, in practice that led to a number of performance and concurrency issues in their implementation that would not have happened had they stored the data as DOM nodes.

9.5.3 Takeaway T7: Creating Something New vs. Fulfilling Assumptions. Trying to create something new while offering some familiarity to existing knowledge or systems is a balancing act: By portraying fragments as files and DOM elements as folders in the tree browser, participants built both helpful and confusing assumptions about how these work. Thinking of fragments as files helped some participants to organize their code, but also obscured differences about how they are executed (e.g., files are executed on page load, fragments can be executed multiple times with the “run” button), producing unwanted side effects in the registration of event listeners and programmatic creation of views. Participants with experience on Webstrates and Codestrates v1 found it frustrating not to be able to do some things in the same way as before, especially related to synchronizing state across clients. To prevent fundamental misunderstandings, the documentation should include careful explanations of examples with clarifications of the system differs from previous versions and traditional web programming.

9.6 T8: Working With Your Own Tools vs. Adopting Built-in Tools
We found that participants had mixed feelings about using the built-in authoring environment Cauldron, and were reluctant to abandon their personalized tools and known workflows for developing software. However, they also appreciated the benefit of launching Cauldron with a single click without any setup.

9.6.1 Mixed Feelings About the Integrated Authoring Environment. As already addressed in the previous section on distance between development and use, there seems to be conflicting opinions on the authoring environment being conflated with the application space: P7, for instance, mentioned using Webstrates File System (WFS) in the past to develop for Webstrates, which however sometimes had “weird behaviors” or crashed. An integrated tool like Cauldron would “avoid sort of those problems” which would be “very good.” P8, notably, seemed to be on the fence about preferring their own IDE or using Cauldron:

> What I always liked about Webstrates is that it’s so easy to have multiple people see the same content. And so I guess whenever I have to do something on the web that’s collaborative, I would just use Webstrates for it. And then one benefit I can see with having this Cauldron interface now is that I don’t have to bring my own IDE. So even though I guess I would still use my own IDE, it’s nice to have the option to just change something on the fly or to, so I guess whenever I have to do something collaborative where multiple people work on the same content on a website, then I would use Webstrates. And since Cauldron it is so easy to use, I probably would also use Cauldron. (P8)

P8 makes an explicit preference for their own tools but acknowledges the benefits of using Cauldron to such a degree that it seems likely they would use it. P1 is — much like P8 — on the fence about what potential benefits and drawbacks might mean for them: While P1 liked some aspects of Cauldron like asset uploading, they did not think Cauldron would help them “speeding up the flow of modifying things” and could even remove their “ability to use the debugging practices [they] learned as a semi-professional programmer.” The latter point highlights another big issue of custom integrated tools such as Cauldron: prior technical knowledge might not be able to be carried over in using a new tool. Likewise, P3 was less convinced by the benefits of adopting new tools:

> I can open an HTML [file] and write the script there. Okay, I can do that in Cauldron but I can do it in a text editor I like. And I need to import this CSS library. Is Codestrates helping me in any way to do that?
No, actually it might be a little more difficult than the documentation I can see online, because they are explaining how to do it in a traditional way. Just like I need to add an extra step for something that I already know how to. And then, that’s the reason for me, like, I started it [the game] in an editor and then I felt, now I need to do collaboration and I know this would be a pain in the ass to do it traditionally. I need to add WebSockets or I need to add some kind of communication mechanism. Oh, Codestrates gives me that for free, then I do a transition. So I’m always motivated by needs and there was no need for me to move, until I reached that collaboration point. (P3)

P3 is very clear about the value that each approach might give. In this sense, P3 is more pragmatic than idealistic in their choices: if the benefits of using one’s own tools seem greater than using the ones provided, then they will do that until the ratio of relative benefits turns towards Cauldron.

9.6.2 Using One’s Own Tools is Not Practically Possible. The WFS utility allows for mounting script and style elements from the DOM as separate JavaScript or CSS files in an IDE like Visual Studio Code, allowing to make use of tools like syntax highlighting, refactoring, and autocompletion in the editor. Codestrates v2’s unconventional approach to storing code in custom fragments requires tailoring a tool like WFS specifically for that and at the time of the study this had not been done.29

That meant that at the time of the study it was not practically possible to use own tools for working on Codestrates v2 but participants had to use Cauldron. This tension is, thus, just as much a reflection of what participants might want in the future — or remember from working in earlier versions of Webstrates — as it is a conceptual discussion about tools and tool appropriation. This issue was also echoed by P1:

I think this is a very deep issue of modifiable tools, which is, do they contain the tools for their own modification or do they allow you to bring your own? And I get the feeling, at least for me personally, with my own experience on preferences that Cauldron brings a bad trade-off there. (P1)

The "bad trade-off" that P1 mentions could be addressed by developing better built-in tools or better possibilities to use own tools — or ideally both. For Cauldron, this could mean to improve the authoring environment with features like, e.g., a global search, refactoring, or debugging capabilities. For the ability to use own tools, an improved version of WFS with proper support for editing fragments and uploading assets would be a solution. Potentially provide an API for integrating awareness features for collaborative editing that, e.g., could be used in an extension for a conventional IDE such as Visual Studio Code.

9.6.3 Takeaway T8: Working With Your Own Tools vs. Adopting Built-in Tools. Integrating an authoring environment like Cauldron into a development platform such as Codestrates v2 enables users to directly author content without the requirement for additional tools, which is especially useful when only small edits need to be done. For more involved development work, experienced programmers — like most of our participants — only rarely wanted to abandon their familiar tools. A system should ideally strive to do both: offering an integrated authoring environment but allowing users to continue using their own tools — at least one, however, should be done well: a powerful integrated tool or a good integration into existing tools.

10 LESSONS LEARNED

Throughout our efforts to study the vision of computational media through developing a concrete software platform we have learned several lessons. While the takeaways from the previous section are connected to individual tensions, the lessons of this section may relate to multiple tensions and are less specific to the Webstrates platform. Some of these lessons learned may seem obvious in hindsight and they echo previous

29 Later one of the authors adapted WFS to work with Codestrates v2’s fragments

findings in the HCI and CSCW literature. However, we deem it valuable to highlight what we learned through our experiences that stood out in this particular case and had an impact on our current and future research.

10.1 L1: Reprogrammability Is Not the Same as Malleability
Our experiences with Webstrates have made it clear to us that making software malleable to a user goes beyond merely making it reprogrammable. This is a point also Tchernavskij et al. [62] make and our experiences confirm this. Providing users with access to the code of applications in the developer tools in Webstrates, the code paragraphs in Codestrates v1, or code fragments in Codestrates v2 is a step towards malleable software, however, it is not enough. Even to a trained programmer, reprogrammable software written by others can be intractable, hard to reason about, and daunting to change. Mechanisms to reason about the composition and interactive behavior of software is necessary to gain the confidence to change it. Also, programmers have to be provided with mechanisms to experiment without the fear permanently damaging the software. These mechanisms have to be reliable and transparent. This is something that, for example, the Webstrates versioning mechanism was not to our participants. Hence, malleability is a relation between the technical mechanisms for changing software, and the user’s perception of the software and the mechanisms to change it.

10.2 L2: Support for Switching Between Synchronous and Asynchronous Collaboration is Essential
When (re)programming software collaboratively, mechanisms to support switching between synchronous and asynchronous collaboration are essential. While real-time collaboration on code can be a blessing when working together, it can also be a curse if code breaks, for example, when unfinished code is run by other users, causing the software to crash. Similarly, writing code is often an iterative process and bugs in initial versions of code should not be immediately applied for all collaborators — this is why other version control systems like Git enable to commit changes once they are finished or even on different branches.

Synchronizing code changes immediately across all clients inhibits this way of asynchronous collaboration and forced participants in our study to copy code into external editors or to create copies of their webstrates to not disrupt their collaborators. Future collaborative computational media will require mechanisms for fluidly transitioning between synchronous and asynchronous editing. Similar needs have been observed in collaborative writing [38], hence, in the spirit of computational media, the mechanisms ideally should be similar for editing code and editing content.

10.3 L3: Values of New Concepts Needs to Be Clear to Users
When introducing new concepts for seemingly good reasons, they demand immediate and perceptible value for end-users to appropriate and use them. In Codestrates v2 we introduced the concept of a code fragment. We called it a fragment as they would usually encompass a part of an application. We decided not call them files because, while — like files — they contain code, they have different properties, such as being able to be run independently and they live in the DOM rather than in a file system. We also decided not to call them scripts to avoid confusion with the script tag, even though they share many of the same characteristics. The value of this concept was not immediately clear to our participants and instead created confusion. Here, we underestimated the need for clear communication of the semantics of new concepts to the users. However, how this should be properly done, we have yet to master.

10.4 L4: Collaboration in Development and Use Requires a Fitting Code Execution Model
A medium that aims to be malleable and allows for real-time collaboration in use and development requires a fitting code execution model. Changing the interactive behavior of applications after they are instantiated is not a common case in regular programming with JavaScript. Merely providing access to the code and allowing users
to edit and re-run code leaves a variety of open issues. For example, the code that is visible in an editor might not
be the same version of the code running in memory, or one user might run a different version of the code.

The conventional JavaScript execution model is simply insufficient for such a task. Instead, the code execution
model should fit the vision — in our case computational media — and provide mechanisms to change the interactive
behavior of applications live, both locally and and across multiple clients or users. This insight motivated our
work on a new declarative programming model, Varv [7], suited for computational media, that, we believe,
represents the next step in our exploration of computational media. If creators of authoring tools for web-based
computational media wish to leverage people’s existing programming language skills, mediating software such
as WebAssembly allows for the use of other programming languages in the browser. This does not, however,
guarantee that users’ mental understanding of the system is congruent with the state of the system. We would
argue that this mental burden must be borne by the developer of the medium, and employing a declarative
programming language largely removes the need for end-user programmers to play state machine in their heads.

10.5 L5: The Vision Can Define Users’ Expectations

Defining characteristics of a vision shapes the expectations of users of its prototypes to a degree where its users
suspend their knowledge and critical thought. Webstrates is a shareable and distributable platform by being
accessible in the web browser and by synchronizing the DOM with the Webstrates server. It aims to make the
process of creating collaborative applications easier. The seemingly magic mechanisms of synchronizing the DOM
led participants to believe that Webstrates is taking care of everything related to collaboration — even technically
competent users suspended their reflections of what is technically possible. For example, some participants
thought that the contents of the <canvas> element would be synchronized by Webstrates, even though they
knew that these contents are not reflected in the DOM and, therefore, are not synchronized by Webstrates.

Related to L3, there were participants that were vocal in their criticism of the introduction of new concepts
and tried as much as possible to develop software according to their existing knowledge and skills. On the other
hand, we saw participants that immersed themselves in the vision of a computational medium that would ease
collaboration and programming, and felt frustration when they had to resort to the traditional way of thinking.
Where the middle ground is — and if it exists — is unclear. The mix between the traditional and the novel of
Webstrates has shown itself to be a double-edged sword.

We believe it is important to make users aware of the differences between the principled vision and a pragmatic
implementation of it when introducing them. When focusing too much on the vision users can align their
expectations with it and become frustrated or confused when the implemented platform differs from that, e.g.,
due to technical limitations.

10.6 L6: Users Create Conceptual Blends with Familiar User Interfaces

The user interface of novel platforms has a strong influence over how users form mental models of the system
and its core principles. Cauldron has the look and feel of a code editor or IDE and, yet, it lacks a lot of the
tools that are common in code editors and IDEs such as Visual Studio Code, Atom, or JetBrains WebStorm: For
instance, Cauldron supports neither searching for fragments, nor searching text in multiple fragments, nor does
it provide its own debugger. However, participants expected some of these features when using Cauldron and
were disappointed when their desired features were not available.

Another issue that we saw, was that users experienced an uncanny valley-like effect where some of our
concepts were very similar, yet not completely equal to other concepts: For example, code fragments are a central
aspect of the way Codestrates v2 works. For participants, the way they are displayed in the tree browser and how
they contain just regular code, evoked a connection to files in a file system. However, by making this connection,
participants consequently struggled to find a connection for the auto-update functionality of fragments, or that the order of fragments reflects the order of execution. These misalignments, in turn, can cause breakdowns.

10.7 Discussion of the Lessons Learned

The lessons came from our own past and present experiences with computational media in the form of the Webstrates family of platforms. We do believe, however, that these lessons are of value to other types of computational media such as computational notebooks.

Computational notebooks are but one particular type of computational media, but by far the most popular kind. While different computational notebook environments have similarities, e.g., the overall system metaphor and structure, there are of course also differences: For instance, the programming model issues identified in L4 are also inherent in the Jupyter [54] notebooks, where each cell is run individually and it can be difficult to understand from which version a result is coming from [26], while the reactive model employed in Observable [52] alleviates some of these issues. Although still based on JavaScript, this reactive model at least ensures consistency in state between collaborators and between textual code and program state. It does not seemingly provide support for L2 as there are no mechanisms in place to separate private and communal editing of code and content, even if inconsistencies in state are solved. Interestingly, with regards to L5 and L6, the notebook format seems to have largely become an established concept that constrains users’ expectations and ensures some level of familiarity. The risk is, then, that new forms of computational media might inadvertently make users draw upon the computational notebook as the basis for their understanding even when not meaningful or productive. Even for existing environments this is a risk. For example, just as we saw how Cauldron manifested itself as an “IDE-but-not-quite” to participants, Observable might also be seen as “Jupyter-but-not-quite” due to its different code execution model.

11 CONCLUSION

Realizing visions of new types of software in a practical implementation that can be used by users can spark tensions between following the principled vision truthfully and overcoming technical limitations to create a running system. We revisited these tensions for our effort of realizing the vision of computational media in the Webstrates and Codestrates platforms. We used these tensions to investigate how they affect users using the Codestrates v2 and Cauldron platforms. Our results showed us that these tensions also influence how users interact with the system and that divergences from the original vision can cause confusion, breakdowns, or even frustration among users. Synthesizing these results into six lessons learned, we could uncover themes that creators of new types of software need to take into account when creating practical implementations that diverge from an original vision — both due to technical limitations or pragmatic decisions.
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