ESTIMATES FOR THE RESTRICTION OF AUTOMORPHIC FORMS ON HYPERBOLIC MANIFOLDS TO COMPACT GEODESIC CYCLES

JAN MÖLLERS AND BENT ØRSTED

ABSTRACT. We find estimates for the restriction of automorphic forms on hyperbolic manifolds to compact geodesic cycles. The geodesic cycles we study are themselves hyperbolic manifolds of lower dimension. The restriction of an automorphic form to such a geodesic cycle can be expanded into eigenfunctions of the Laplacian on the geodesic cycle. We prove exponential decay for the coefficients in this expansion.

INTRODUCTION

Analysis on Riemannian locally symmetric spaces is a topic with relations to number theory, spectral theory, and representation theory. In this paper we shall introduce some new techniques from representation theory to give results about periods, in the sense of integrating automorphic forms over suitable submanifolds, namely totally geodesic submanifolds. Specifically, for hyperbolic locally symmetric spaces, we shall combine the following three topics:

(1) (Representation theory) Branching problems for spherical unitary representations and corresponding invariant bilinear forms,
(2) (Number theory) Geodesic periods for automorphic functions,
(3) (Spectral theory) Spectral asymptotics for restrictions of automorphic functions,

where the main new ingredient is to be found under (1). Indeed, here we give a natural extension of techniques by J. Bernstein and A. Reznikov [5, 27] who considered invariant trilinear functionals; it turns out that their method can be modified and used in connection with the introduction of new invariant bilinear forms that were investigated by T. Kobayashi and B. Speh [19]. Thus we can study (2) and (3) and obtain estimates for the asymptotic behaviour of Fourier coefficients, in particular an exponential decay.
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Our techniques rely on rather explicit formulas for hyperbolic spaces; but in principle they extend to other locally symmetric spaces, as the invariant bilinear forms by T. Kobayashi and B. Speh [19] have been established in great generality by the authors in joint work with Y. Oshima [24].

0.1. Geodesic cycles in hyperbolic manifolds. Let \( Y \) be a connected hyperbolic manifold of dimension \( n \). Consider a compact geodesic cycle \( Y' \subseteq Y \) of dimension \( 0 < m < n \). This is a totally geodesic submanifold which itself is a compact hyperbolic manifold. For \( m = 1 \) the submanifold \( Y' \) is simply a closed geodesic.

Let \( \phi \) be an automorphic form on \( Y \), i.e. \( \phi \in C^\infty(Y) \) is an \( L^2 \)-eigenfunction of the Laplace–Beltrami operator \( \Delta \) on \( Y \). Consider the restriction of \( \phi \) to the geodesic cycle \( Y' \). The Laplace–Beltrami operator \( \Delta' \) on \( Y' \) is non-negative and has purely discrete spectrum on \( L^2(Y') \) with finite multiplicities. Denote by \( \lambda_0 < \lambda_1 \leq \lambda_2 \leq \ldots \) its eigenvalues, counted with multiplicities, and by \( (\phi_j)_j \) a corresponding orthonormal basis of \( L^2(Y') \) consisting of eigenfunctions. Then the restriction of \( \phi \) to \( Y' \) has an expansion

\[
\phi|_{Y'} = \sum_{j=0}^{\infty} c_j \phi_j.
\]  

We are interested in the behaviour of the coefficients \( c_j \) as \( j \to \infty \). The numbers \( c_j \) also have an interpretation as period integrals over the geodesic cycle \( Y' \):

\[
c_j = \int_{Y'} \phi|_{Y'} \cdot \overline{\phi_j}.
\]

0.2. Estimates of periods. We prove that the coefficients \( c_j \) decay exponentially as \( j \to \infty \). To make this precise we define numbers \( b_j \geq 0 \) by

\[
b_j = |c_j|^2 e^{\pi \sqrt{\lambda_j}}.
\]

Then our main result can be stated as follows:

**Theorem A.** There exists a constant \( C > 0 \) such that for \( T \geq 1 \):

\[
\sum_{|\lambda_j| \leq T} b_j \leq CT^{2n-2m-3}. \tag{0.2}
\]

We remark that for the case \( m = 1 \) Theorem A provides estimates for the Fourier coefficients of automorphic forms along closed geodesics. In particular, for \( n = 2 \) we obtain estimates for the Fourier coefficients along closed geodesics of automorphic forms on hyperbolic surfaces such as the modular surface.

0.3. Relation to other results. Estimates for the restriction of eigenfunctions of the Laplacian have been studied in various different settings. General estimates for the restriction from compact Riemannian manifolds to arbitrary submanifolds were obtained by Burq–Gérard–Tzvetkov [5]. In contrast to our estimates for the growth of Fourier coefficients of the restriction, they
estimate the $L^2$-norm of the restriction of an eigenfunction in terms of its eigenvalue. In this respect our results are of a different nature than theirs.

In [26] [28] Reznikov obtains results similar to those of Burq–Gérard–Tzvetkov for closed geodesics in hyperbolic surfaces, i.e. $n = 2$ and $m = 1$ in our setting. His results can be viewed as a refinement of [10, 2], namely he provides a uniform bound for the constant $C$ in terms of the eigenvalue of $\phi$. In fact, the statement [28] Theorem B] implies our Theorem A in this special case.

We further remark that some geodesic periods are closely related to special values of $L$-functions. Watson [32] discovered a relation between trilinear periods and special values of triple $L$-functions for $\text{SL}(2, \mathbb{R})$. This relation was used by Bernstein–Reznikov [6] to obtain subconvexity bounds for these $L$-functions. A similar relation between geodesic periods and $L$-functions for orthogonal groups was conjectured by Ichino–Ikeda [15], based on a conjecture by Gross–Prasad [14], and referred to the recent survey paper by Schwermer [29].

For more geometrical and cohomological aspects of geodesic cycles in locally Riemannian symmetric spaces for orthogonal groups see e.g. Kobayashi–Oda [18] and Bergeron [4] and references therein. We also refer the reader to the recent survey paper by Schwermer [29].

### 0.4. Strategy of proof

We can identify $Y \cong \Gamma \setminus \mathbb{H}^n$ with $\mathbb{H}^n$ the hyperbolic space of dimension $n$ and $\Gamma$ a discrete group of isometries of $\mathbb{H}^n$. The geodesic cycles in question are then of the form $Y' \cong \Gamma' \setminus \mathbb{H}^n$ with $\Gamma' \subseteq \Gamma$ the subgroup of isometries in $\Gamma$ which leave $\mathbb{H}^n \subseteq \mathbb{H}^n$ invariant. Let $G = \text{Isom}(\mathbb{H}^n) \subseteq O(1, n)$ be the full isometry group of $\mathbb{H}^n$ and $K = G \cap O(n + 1) \cong O(n)$ a maximal compact subgroup. Then $\mathbb{H}^n = G/K$ and hence $Y = \Gamma \setminus G/K$.

Accordingly $Y' = \Gamma' \setminus G'/K'$ with

$$G' = (O(1, m) \times O(n - m)) \cap G, \quad K' = G' \cap K.$$

Write $Y = X/K$ with $X = \Gamma \setminus G$. Then $L^2(Y) \cong L^2(X)^K$ and any automorphic form $\phi$ on $Y$ is the $K$-invariant vector in an irreducible unitary representation $(\pi, \mathcal{H}) \subseteq L^2(X)$. Here $\mathcal{H}$ is simply the subrepresentation of $L^2(X)$ generated by the vector $\phi \in L^2(X)^K$. In the same way we associate to each $\phi_j$ an irreducible unitary representation $(\pi_j, \mathcal{H}_j) \subseteq L^2(X')$, where $X' = \Gamma' \setminus G'$.

Let $V = \mathcal{H}_c \subseteq C_c^\infty(X)$ and $V_j = \mathcal{H}_j^c \subseteq C_c^\infty(X')$ denote the spaces of smooth vectors in the representations $\pi$ and $\pi_j$, respectively. For each $j$ we let $\nabla_j$ be the smooth vectors in the dual representation of $V_j$, realized as the complex conjugate space of $V_j$ in $L^2(X')$. Then for each $j$ the bilinear form

$$\ell_j^\text{aut} : V \times \nabla_j \to \mathbb{C}, \quad (v_1, v_2) \mapsto \int_{X'} v_1 |_{X'} \cdot v_2,$$

is $G'$-invariant. Its value $\ell_j^\text{aut}(\phi, \overline{\phi_j})$ at the spherical vectors is the coefficient $c_j$ we are interested in.
Using the explicit realizations of $\pi$ and $\pi_j$ as representations induced from a parabolic subgroup one can construct model invariant bilinear forms $\ell_j^{\text{mod}}$ on $V \times V_j$ (see Section 2.4 for the construction). These forms correspond to $G'$-intertwining operators $\pi|_{G'} \to \pi_j$ which were first studied by Kobayashi–Speh [19] (see also [17, 23]). The space of invariant bilinear forms in this case is generically one-dimensional (multiplicity one property). Hence, for $j \gg 0$ the form $\ell_j^{\text{aut}}$ has to be proportional to $\ell_j^{\text{mod}}$, i.e. there exists a constant $a_j \in \mathbb{C}$ such that $\ell_j^{\text{aut}} = a_j \cdot \ell_j^{\text{mod}}$. Then we have

$$c_j = \ell_j^{\text{aut}}(\phi, \overline{\phi}_j) = a_j \cdot \ell_j^{\text{mod}}(\phi, \overline{\phi}_j).$$

In Section 3 we calculate the expression $\ell_j^{\text{mod}}(\phi, \overline{\phi}_j)$ explicitly in terms of the eigenvalues of $\phi$ and $\overline{\phi}_j$. Further, for the coefficients $a_j$ we obtain in Section 4 upper bounds by estimating Hermitian forms. We can state the results as follows:

**Theorem B.** (1) There exists a constant $c > 0$ such that

$$|\ell_j^{\text{mod}}(\phi, \overline{\phi}_j)|^2 \leq c |\lambda_j|^\frac{n-m-2}{2} e^{-\pi \sqrt{\lambda_j}}, \quad j \to \infty.$$

If $V$ is a representation from the unitary principal series then this estimate is sharp.

(2) There exists a constant $C > 0$ such that for $T \geq 1$:

$$\sum_{|\lambda_j| \leq T} |a_j|^2 \leq C T^{\frac{n-1}{2}}.$$

Together both estimates imply our main result Theorem A.

0.5. **Concluding remarks.** The strategy of proof is due to Bernstein–Reznikov [5] who applied this technique to the case $G = G' \times G'$ and $G' = \text{PSL}(2, \mathbb{R})$, embedded in $G$ as the diagonal (see also [8, 27]). The polynomial estimation of the coefficients $a_j$ in Section 4 pretty much follows their proof. The key new ingredient for our case are the model invariant bilinear forms $\ell_j^{\text{mod}}$ which correspond to intertwining operators first studied by Kobayashi–Speh [19] (see also [17, 23]). Together with Y. Oshima we generalized these intertwining operators to various symmetric pairs $(G, G')$, see [24]. In particular, our construction includes the product situation $G = G' \times G'$ with $G'$ embedded as the diagonal which was studied before (see [9, 10]). For our application the multiplicity one property is crucial and proved in [24] (see also [11, 19, 31] for the case $m = n - 1$). The heart of the proof of Theorem A is then the calculation of the special values of the model invariant form in Section 3 (see also [19]). This calculation is radically different from the one used in [5]. We use the Fourier transformed realization of principal series representations where the model invariant form corresponds to an intertwining operator between representations of $G'$ and $G$ which is given by integration against a hypergeometric function. This allows us to
derive the special values of the form from certain integral formulas for special functions.

1. Hyperbolic manifolds and geodesic cycles

We recall the geometric setting of hyperbolic manifolds and geodesic cycles.

1.1. Hyperbolic manifolds. Let \( Y \) be a connected hyperbolic manifold, i.e. \( Y \) is a complete connected Riemannian manifold of constant sectional curvature \(-1\). Then the universal cover \( \tilde{Y} \) of \( Y \) is isomorphic to the hyperbolic space \( \mathbb{H}^n \) where \( n = \dim Y \). Let \( G = \text{Isom}(\mathbb{H}^n) \) be the isometry group of \( \mathbb{H}^n \). Then \( \Gamma := \pi_1(Y) \subseteq G \) is a torsion-free discrete subgroup and we can identify \( Y \cong \Gamma \backslash \mathbb{H}^n \).

We realize \( \mathbb{H}^n \) as the one-sheeted hyperboloid
\[
\mathbb{H}^n = \{ x \in \mathbb{R}^{n+1} : Q(x) = -1, x_1 > 0 \} \subseteq \mathbb{R}^{n+1},
\]
where \( Q(x) = -x_1^2 + x_2^2 + \cdots + x_{n+1}^2 \). We endow \( \mathbb{H}^n \) with the metric induced from the Lorentzian metric on \( \mathbb{R}^{n+1} \) corresponding to the quadratic form \( Q \). Then \( \mathbb{H}^n \) has constant negative curvature \(-1\). In this realization \( G = \text{Isom}(\mathbb{H}^n) \) is a normal subgroup of \( O(1,n) \) of index 2. Here \( O(1,n) \) is the subgroup of \( \text{GL}(n+1, \mathbb{R}) \) preserving the quadratic form \( Q \). Then \( G \) is the group of all \( g \in O(1,n) \) such that \((ge_1)_1 > 0\) with \( e_1 = (1,0,\ldots,0) \in \mathbb{H}^n \).

The group \( G \) has two connected components and acts transitively on \( \mathbb{H}^n \). The stabilizer subgroup of \( e_1 \in \mathbb{H}^n \) is the maximal compact subgroup \( K = \text{diag}(1,O(n)) \cong O(n) \). Hence we can identify \( \mathbb{H}^n \cong G/K \) as Riemannian symmetric spaces. The metric on \( \mathbb{H}^n \) can be viewed as the metric induced from an ad-invariant bilinear form on the Lie algebra \( \mathfrak{g} = so(1,n) \) of \( G \).

Namely, \( \mathbb{H}^n = G/K \) carries the Riemannian structure induced from the form
\[
\kappa(X,Y) = \frac{1}{2} \text{tr}(XY), \quad X,Y \in \mathfrak{g}.
\]
This form is ad-invariant and non-degenerate on \( \mathfrak{g} \) and hence a scalar multiple of the Killing form of \( \mathfrak{g} \).

For the hyperbolic manifold \( Y \) we obtain the identification
\[
Y \cong \Gamma \backslash G/K.
\]

Note that \( Y \) is orientable if and only if \( \Gamma \) is contained in the identity component \( G_0 = \text{SO}_0(1,n) \) of \( G \). The manifold \( Y \) is modelled on \( \mathbb{H}^n = G/K \) and hence inherits the metric of \( \mathbb{H}^n \). The induced Riemannian measure on \( Y \) defines the space \( L^2(Y) \). Denote the corresponding Laplace–Beltrami operator on \( Y \) by \( \Delta \). Then \( \Delta \) extends to a self-adjoint operator on \( L^2(Y) \).

Consider the space \( X := \Gamma \backslash G \) with the natural \( G \)-action from the right. Since the tangent space of \( X \) at \( \Gamma e \) is equal to \( \mathfrak{g} \) the space \( X \) carries a \( G \)-invariant pseudo-Riemannian structure induced from the form \( \kappa \) on \( \mathfrak{g} \). Again, the corresponding Riemannian measure defines the space \( L^2(X) \). Let \( \square \) denote the corresponding Laplace–Beltrami operator on \( X \). This operator...
again extends to a self-adjoint operator on $L^2(X)$. There is also a representation theoretic description of $\Box$. Namely, $\Box$ is up to sign the action of the Casimir element $C \in \mathcal{U}(g)$ with respect to $\kappa$ on $C^\infty(X)$ by the right-regular representation.

Now consider the principal bundle

$$X = \Gamma \backslash G \rightarrow \Gamma \backslash G/K = Y$$

with structure group $K$. We can identify functions on $Y$ with $K$-invariant functions on $X$. Since $K$ is compact this identification induces an isomorphism $L^2(Y) \cong L^2(X)^K$. If $\phi \in L^2(Y)$ is additionally an eigenfunction of $\Delta$ then the corresponding function $\phi \in L^2(X)^K$ is an eigenfunction of $\Box$ for the same eigenvalue.

1.2. Geodesic cycles. We call a totally geodesic submanifold $Y' \subseteq Y$ a geodesic cycle (sometimes also referred to as modular variety). Let $m = \dim(Y')$. As remarked by Bergeron [8, remark after Definition 1] each geodesic cycle is itself a hyperbolic manifold and can be written as $Y' = \Gamma \backslash \mathbb{H}^m$. Here one can view $\mathbb{H}^m$ as a totally geodesic subspace of $\mathbb{H}^n$ and $\Gamma' = \Gamma \cap G'$ with $G' = \text{Stab}_G(\mathbb{H}^m)$. By conjugating with an element of $G$ we may assume that $\mathbb{H}^m \subseteq \mathbb{H}^n$ is induced by the canonical embedding $\mathbb{R}^{m+1} \subseteq \mathbb{R}^{n+1}$ as the first $m + 1$ coordinates. Then $G' = \text{Isom}(\mathbb{H}^m) \times O(n-m) \subseteq O(1,m) \times O(n-m)$.

The subgroup $G' \subseteq G$ is symmetric, i.e. an open subgroup of the fixed point set of an involution of $G$. In fact, $G' = G^\sigma$ with $\sigma$ the involution given by conjugation with the matrix $\text{diag}(1_{m+1}, -1_{n-m}) \in \text{GL}(n+1, \mathbb{R})$.

One can construct compact geodesic cycles in the following way. Let $W \subseteq \mathbb{H}^n$ be a totally geodesic subspace of dimension $m$. Then $W = \mathbb{H}^m \cap U$ with $U \subseteq \mathbb{R}^{n+1}$ a linear subspace of dimension $m+1$ on which $Q$ has signature $(m,1)$. Conjugation with the orthogonal reflection at $U$ defines an involution $\sigma$ of $G$ such that $W = G^\sigma/K^\sigma$. The totally geodesic subspace $W$ is called $\Gamma$-compatible if $\sigma \Gamma = \Gamma$. It is proved by Millson–Raghunathan [22, Proposition 2.1] that if $\Gamma$ is cocompact and $W$ is $\Gamma$-compatible then $\Gamma^\sigma \backslash W = \Gamma^\sigma \backslash G^\sigma/K^\sigma$ is a compact totally geodesic submanifold of $Y$.

It is not clear whether there exist $\Gamma$-compatible totally geodesic subspaces $W \subseteq \mathbb{H}^n$ for arbitrary discrete subgroups $\Gamma$. However, for $\Gamma$ a group of units over a totally real number field Kudla–Millson [20, Section 6] construct a large family of $\Gamma$-compatible totally geodesic subspaces of arbitrary dimension $m$ and hence compact geodesic cycles in $Y = \Gamma \backslash G/K$ of arbitrary dimension (see also Millson [21, Section 2] for the case $m = n - 1$). This provides examples for the setting discussed in this section. Other examples can be constructed similarly using the results by Borel–Harish-Chandra [7] and Mostow–Tamagawa [25].
2. Representation theory - invariant bilinear forms on principal series

We recall the classification of spherical irreducible unitary representations of $G$ and their relation to eigenfunctions of the Laplacian on $L^2(Y)$. We further describe the recent work of Kobayashi–Speh [19] and Möllers–Oshima–Ørsted [24] on invariant bilinear forms on products of principal series representations of $G$ and $G'$.

2.1. Geometry of the group $G$. We fix the Cartan involution $\theta$ of $G$ corresponding to the maximal compact subgroup $K = \text{diag}(1, O(n)) \subseteq G$. The Lie algebra $\mathfrak{g}$ of $G$ has the Cartan decomposition $\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p}$ into the $\pm 1$ eigenspaces $\mathfrak{k}$ and $\mathfrak{p}$ of $\theta$ where $\mathfrak{k}$ is the Lie algebra of $K$. Choose the maximal abelian subalgebra $\mathfrak{a} := \mathbb{R}H_0 \subseteq \mathfrak{p}$ spanned by the element

$$H_0 := E_{1,2} + E_{2,1},$$

where $E_{ij}$ denotes the $(n+1) \times (n+1)$ matrix with 1 in the $(i, j)$-entry and 0 elsewhere. The root system of the pair $(\mathfrak{g}, \mathfrak{a})$ consists only of the roots $\pm \gamma$ where $\gamma \in \mathfrak{a}^*_\mathbb{C}$ is defined by $\gamma(H_0) := 1$. In what follows we will identify $\mathfrak{a}^*_\mathbb{C} \cong \mathbb{C}$ by means of the isomorphism

$$\mathfrak{a}^*_\mathbb{C} \to \mathbb{C}, \lambda \mapsto \lambda(H_0). \quad (2.1)$$

Then half the sum of all positive roots is given by $\rho = \frac{n-1}{2}$.

Put

$$\mathfrak{n} := \mathfrak{g}_\gamma, \quad \mathfrak{m} := \mathfrak{g}_{-\gamma} = \theta \mathfrak{n}$$

and let

$$N := \exp_G(\mathfrak{n}), \quad \overline{N} := \exp_G(\mathfrak{m}) = \theta N$$

be the corresponding analytic subgroups of $G$. We introduce the following coordinates on $N$ and $\overline{N}$: For $1 \leq j \leq n-1$ let

$$N_j := E_{1,j+2} + E_{2,j+2} + E_{j+2,1} - E_{j+2,2},$$
$$\overline{N}_j := E_{1,j+2} - E_{2,j+2} + E_{j+2,1} + E_{j+2,2}.$$
with \( w_0 \in K \) acting on \( \mathfrak{a} \) by \( \text{Ad}(w_0)|_a = -\text{id}_a \). Hence \( w_0^{-1}Nw_0 = \overline{N} \) and \( w_0^{-1}PW_0 = P := \theta(P) \). On the group level we have the decompositions
\[
\begin{align*}
G &= KAN & \text{(Iwasawa decomposition),} \\
G &= w_0MAN \cup \overline{N}MAN & \text{(Bruhat decomposition).}
\end{align*}
\]
Corresponding to the two decompositions we define functions \( H : G \to \mathfrak{a} \), \( \overline{\pi} : \overline{N}MAN \to \overline{N} \) and \( a : \overline{N}MAN \to A \) by
\[
g \in Ke^{H(g)}N, \quad g \in \overline{\pi}(g)Ma(g)N.
\]
A straightforward calculation yields
\[
H(\overline{\pi}x) = (1 + |x|^2)H_0, \quad x \in \mathbb{R}^{n-1}.
\]

Let \( \sigma \) be the involution of \( G \) given by conjugation with the matrix \( \text{diag}(1_{m+1}, -1_{n-m}) \). Then the symmetric subgroup \( G' = G^\sigma \) is given by
\[
G' = (O(1, m) \times O(n - m)) \cap G = \text{Isom}(\mathbb{H}^m) \times O(n - m).
\]
It has
\[
K' = K \cap G' = \text{diag}(1, O(m), O(n - m)) \cong O(m) \times O(n - m)
\]
as maximal compact subgroup.

2.2. Spherical representations. For \( \nu \in \mathfrak{a}^*_C \) we consider the induced representation (normalized smooth parabolic induction)
\[
I(\nu) = \text{Ind}_P^G(1 \otimes e^\nu \otimes 1)
\]
\[
= \{ f \in C^\infty(G) : f(gman) = a^{-\nu-\rho}f(g) \forall g \in G, man \in MAN \},
\]
endowed with the left regular action of \( G \):
\[
(g \cdot f)(x) = f(g^{-1}x), \quad g, x \in G, f \in I(\nu).
\]
Then it is well-known that \( I(\nu) \) is irreducible and unitarizable if and only if \( \nu \in i\mathbb{R} \cup (-\rho, \rho) \). For these parameters we have \( I(\nu) \cong I(-\nu) \). Further, for \( \nu = -\rho \) the representation \( I(\nu) \) contains the trivial representation as a subrepresentation and for \( \nu = \rho \) the trivial representation is the quotient of \( I(\nu) \) modulo its unique non-trivial subrepresentation.

All the representations \( I(\nu) \) are spherical, the \( K \)-invariant vectors being the functions which are constant on \( K \) and are extended to \( G = KP \) according to the transformation law in \( I(\nu) \). Conversely, every non-trivial spherical irreducible unitary representation of \( G \) is equivalent to \( I(\nu) \) for some \( \nu \in i\mathbb{R} \cup (-\rho, \rho) \).

For \( \nu \in i\mathbb{R} \) the invariant Hermitian form \( \| \cdot \|_{\nu} \) on \( I(\nu) \) is given by
\[
\| f \|_{\nu}^2 = \int_K |f(k)|^2 \, dk,
\]
where we denote by \( dk \) the Haar measure on \( K \) of mass one. For \( \nu \in (0, \rho) \) the invariant Hermitian form \( \| \cdot \|_{\nu} \) on \( I(\nu) \) is more complicated and we will only describe it in the non-compact picture (see (2.5)).
Consider the Casimir element $C \in \mathcal{U}(g)$ with respect to the ad-invariant bilinear form $\kappa$ on $g$. By [16, Lemma 12.28] the Casimir $C$ acts on $I(\nu)$ by the scalar

$$|\nu + \rho|^2 - |\rho|^2.$$  

Here $\mathfrak{h} = \mathfrak{t} + \mathfrak{a}$ is a Cartan subalgebra of $g$ with $\mathfrak{t} \subseteq \mathfrak{m}$ and $\rho_\mathfrak{h}$ and $\rho_\mathfrak{t}$ the corresponding half sums of positive roots. It is easy to see that under the identification $\mathfrak{a}^*_C \cong \mathbb{C}$ as in (2.1) this scalar equals

$$\nu^2 - \rho^2. \quad (2.6)$$

2.3. The non-compact picture. Since $\overline{NP} \subseteq G$ is open dense, a function $f \in I(\nu)$ is already uniquely determined by its restriction to $\overline{N}$. Parameterizing $\overline{N}$ by its Lie algebra $\overline{\mathfrak{n}} \cong \mathbb{R}^{n-1}$ we obtain a realization of $I(\nu)$ on smooth functions on $\mathbb{R}^{n-1}$. More precisely we define for every $f \in I(\nu)$ a function $\mathcal{R}f \in C^\infty(\mathbb{R}^{n-1})$ by

$$\mathcal{R}f(x) := f(\overline{\pi}_x), \quad x \in \mathbb{R}^{n-1}.$$  

The image of $I(\nu)$ under $\mathcal{R}$ will be denoted by $J(\nu)$. We have

$$C_\mathcal{C}^\infty(\mathbb{R}^{n-1}) \subseteq J(\nu) \subseteq C^\infty(\mathbb{R}^{n-1}).$$

The $G$-action $\pi_\nu$ on $J(\nu)$ is defined by

$$\pi_\nu(g)(\mathcal{R}f) = \mathcal{R}(g \cdot f).$$

Using (2.4) we find that the $K$-invariant vector in this realization is given by the function

$$\psi_\nu(x) := \mathcal{R}1(x) = (1 + |x|^2)^{-(\nu + \rho)}, \quad x \in \mathbb{R}^{n-1}.$$  

Further, the invariant Hermitian form on $J(\nu)$ is for $\nu \in i \mathbb{R}$ given by

$$||f||^2_\nu = \frac{\Gamma(2\rho)}{\pi^\rho \Gamma(\rho)} \int_{\mathbb{R}^{n-1}} |f(x)|^2 \, dx, \quad (2.7)$$

and for $\nu \in (0, \rho)$ by

$$||f||^2_\nu = \frac{\Gamma(2\rho)\Gamma(\nu + \rho)}{\pi^\rho \Gamma(\rho) \Gamma(\nu)} \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}^{n-1}} |x - y|^{2(\nu - \rho)} f(x) \overline{f(y)} \, dx \, dy. \quad (2.8)$$

Note that in this normalization the spherical vector $\psi_\nu$ always has norm one.

The action $\pi_\nu$ can be written in terms of the rational action of $G$ on $\mathbb{R}^{n-1}$. This rational action is defined by

$$\overline{\pi}_{g,x} := \overline{\pi}(g\overline{\pi}_x), \quad g \in G, x \in \mathbb{R}^{n-1}.$$  

Since $\overline{N} \cdot eP \subseteq G/P$ is open dense with complement only one point, every $g \in G$ acts on every point in $\mathbb{R}^{n-1}$ except possibly one exception. This defines an action of $G$ on $\mathbb{R}^{n-1}$ by rational transformations. Now, if a rational transformation $g^{-1} \in G$ is defined at $x \in \mathbb{R}^{n-1}$ then one can rewrite the action $\pi_\nu$ as

$$\pi_\nu(g)f(x) = j(g^{-1}, x)^{\nu + \rho} f(g^{-1} \cdot x), \quad (2.9)$$
where \( j(g, x) = a(g \pi_x)^{\gamma} = |\text{Det} Dg(x)|^{\frac{1}{n+1}} \) is the conformal factor. We have
\[
|g \cdot x - g \cdot y|^2 = j(g, x)|x - y|^2 j(g, y) \quad \forall g \in G, x, y \in \mathbb{R}^{n-1}. \tag{2.10}
\]
Change of variables \( x \mapsto g \cdot x \) gives the following integral formula:
\[
\int_{\mathbb{R}^{n-1}} u(g \cdot x) j(g, x)^{2\rho} \, dx = \int_{\mathbb{R}^{n-1}} u(x) \, dx. \tag{2.11}
\]

The same constructions apply to the group \( \text{Isom}(\mathbb{H}^m) \subseteq O(1, m) \) for which we realize the representations on \( \mathbb{R}^{m-1} \). We view the representations of \( \text{Isom}(\mathbb{H}^m) \) as representations of the symmetric subgroup \( G' = \text{Isom}(\mathbb{H}^m) \times O(n-m) \) by extending them trivially on the compact factor. To distinguish between representations of \( G \) and \( G' \) we write \((\pi_{\nu}, J(\nu))\) for the representations of \( G \) and \((\pi'_{\nu'}, J'(\nu'))\) for those of \( G' \). Accordingly, we denote by \( \psi_{\nu} \) and \( \psi'_{\nu'} \) the spherical vectors. Further, write \( \rho' = \frac{m-1}{2} \) for the half sum of all positive roots for \( G' \). Note that the parabolic subgroups in \( G \) and \( G' \) share the same \( A \).

### 2.4. Model invariant bilinear forms

We describe how to construct invariant bilinear forms on \( J(\nu) \times J'(\nu') \). For details we refer the reader to \[19\] or \[24\] where the corresponding intertwining operators are constructed. Write \( x = (x', x'') \in \mathbb{R}^{m-1} \times \mathbb{R}^{n-m} = \mathbb{R}^{n-1} \). For \( \text{Re} \nu - \rho \geq \text{Re} \nu' - \rho' \geq 0 \) the integral
\[
\ell_{\nu,\nu'}^{\text{mod}}(f_1, f_2) = \int_{\mathbb{R}^{m-1}} \int_{\mathbb{R}^{n-1}} (|x' - y|^2 + |x''|^2)^{\nu - \rho'} |x''|^{(\nu - \rho) - (\nu' - \rho')} f_1(x) f_2(y) \, dy \, dx \tag{2.12}
\]
converges for all \( f_1 \in J(\nu), f_2 \in J'(\nu') \) and defines a bilinear form on \( J(\nu) \times J'(\nu') \) which is invariant under the diagonal action of \( G' \) by \( \pi_{\nu'} |_{G' \times \pi'_{\nu'}} \). This form has a meromorphic continuation in the parameters \( \nu, \nu' \in \mathbb{C} \). The uniqueness result in \[24\] Theorem 4.1 for intertwining operators immediately implies the following uniqueness result for invariant bilinear forms (see also \[24\] Section 3.5.1] for the precise relation between invariant bilinear forms and intertwining operators):

**Theorem 2.1.** For \( \nu + \rho + \nu' - \rho' \not\in (-2\mathbb{N}_0) \) the space of \( G' \)-invariant bilinear forms on \( J(\nu) \times J'(\nu') \) is at most one-dimensional.

In fact, in the case \( m = n - 1 \) Kobayashi–Speh \[19\] show that uniqueness holds for an even larger set of parameters and they find all invariant bilinear forms for arbitrary parameters \( \nu, \nu' \) (see also \[17\]). However, since we also need the case of general \( 0 < m < n \) for which the detailed analysis in \[19\] is not available, we use the result in \[24\] instead. We also refer the reader to the recent results on multiplicity one statements by Aizenbud–Gourevitch–Rallis–Schiffmann \[1\] and Sun–Zhu \[31\] (see also references therein) which also give the necessary multiplicity one property for the case \( m = n - 1 \).
2.5. Automorphic representations. Consider the setting of Section 1. Let \( \phi \in L^2(Y) \cong L^2(X)^K \) be a non-trivial automorphic form on \( Y \) for the eigenvalue \( \lambda \). Let \( \mathcal{H} \subseteq L^2(X) \) be the closed subrepresentation of \( L^2(X) \) generated by \( \phi \) under the right-regular representation of \( G \). Then by [1] the representation \( \mathcal{H} \) is an irreducible spherical unitary representation of \( G \). Denote by \( V = \mathcal{H}^{\infty} \subseteq C^\infty(X) \) its subspace of smooth vectors. Then there exists a \( G \)-equivariant isometry \( J(\nu) : V \rightarrow V \) for some \( \nu \in i\mathbb{R} \cup (-\rho, \rho) \). The Casimir \( C \) of \( g \) acts on \( V \) by the negative Laplacian \( -\Box \) and hence by the scalar \( -\lambda \). On the other hand, by (2.6) the Casimir acts on \( J(\nu) \) by \( \nu^2 - \rho^2 \). Therefore, \( \nu \) is up to sign uniquely determined by the equation
\[
\lambda = \nu^2 - \rho^2.
\]

To simplify estimates later we always choose \( \nu \) such that \( \Re \nu \geq 0 \). We will identify \( V \cong J(\nu) \) in what follows. This identifies the invariant Hermitian form on \( V \) induced by the \( L^2 \)-inner product with the invariant Hermitian form \( \| \cdot \|_\nu \) on \( J(\nu) \).

Similarly we obtain irreducible spherical unitary representations \( \mathcal{H}_j \subseteq L^2(X') \) of \( G' \) for any \( j \in \mathbb{N} \), generated by the basis vectors \( \phi_j \in L^2(Y') \cong L^2(X')^{K'} \). For the spaces \( V_j = \mathcal{H}_j^{\infty} \subseteq C^\infty(X') \) of smooth vectors we consider their complex conjugates \( \overline{V}_j \subseteq C^\infty(X') \). They can naturally be identified with the smooth vectors in the representation dual to \( \mathcal{H}_j \). Clearly the Laplacian on \( X' \) acts on \( \overline{V}_j \) by the same eigenvalue \( \lambda_j \in \mathbb{R} \) as on \( V_j \). Therefore we can, as above, identify \( \overline{V}_j \cong J'(\nu'_j) \) for some \( \nu'_j \in i\mathbb{R} \cup (-\rho', \rho') \) with
\[
\lambda_j = \rho'^2 - \nu'^2. \tag{2.13}
\]

Under the identifications \( V \cong J(\nu) \) and \( \overline{V}_j \cong J'(\nu'_j) \) the automorphic forms \( \phi \in V \) and \( \overline{\phi}_j \in \overline{V}_j \) correspond (up to multiplication with units) to the spherical vectors \( \psi_\nu \in J(\nu) \) and \( \psi'_{\nu'_j} \in J'(\nu'_j) \), respectively. Hence
\[
|c_j| = |\ell^\text{mod}_j(\psi_\nu, \psi'_{\nu'_j})|,
\]
where \( c_j \) are the coefficients in the Fourier expansion \( \phi \) of \( \phi \) on \( Y' \) and \( \ell^\text{mod}_j \) denote the automorphic invariant bilinear forms defined in (1.3). Write \( \ell^\text{mod}_j := \ell^\text{mod}_{\nu,\nu'_j} \) for the model invariant bilinear form on \( J(\nu) \times J'(\nu'_j) \). By the uniqueness result in Theorem 2.1 the form \( \ell^\text{mod}_j \) is proportional to \( \ell^\text{mod}_j \) if the condition
\[
\nu + \rho \pm \nu'_j - \rho' \notin (-2\mathbb{N}_0) \tag{2.14}
\]
is satisfied. Since \( \lambda_j \rightarrow \infty \) we also have \( |\nu'_j| \rightarrow \infty \) by (2.13). Note that this implies that for \( j \gg 0 \) we have \( \nu'_j \in i\mathbb{R} \). Hence the condition (2.14) is fulfilled for all but finitely many \( j \). The estimate in Theorem A is independent of the values of finitely many \( b_j \) and therefore we may disregard the finitely many \( j \) for which (2.14) is not true. In what follows we assume that \( j \in \mathbb{N} \) such that \( \nu'_j \in i\mathbb{R} \) and that (2.14) holds. For these \( j \) we obtain proportionality
constants $a_j \in \mathbb{C}$ such that $\ell_j^{\text{aut}} = a_j \ell_j^{\text{mod}}$. Hence we find

$$|c_j| = |a_j| \cdot |\ell_j^{\text{mod}}(\psi_\nu, \psi_\nu')|.$$ 

In Section 3 we find an explicit formula for the factor $\ell_j^{\text{mod}}(\psi_\nu, \psi_\nu')$, proving Theorem B (1). Estimates for the coefficients $a_j$ are derived in Section 4 which proves Theorem B (2).

3. Special value of the model invariant form - exponential bounds

This section is devoted to the proof of Theorem B (1). More precisely, we prove the following explicit formula for $\ell_{\nu, \nu'}(\psi_\nu, \psi_\nu')$:

**Proposition 3.1.** As meromorphic functions in $\nu, \nu' \in \mathbb{C}$ the following identity holds:

$$\ell_{\nu, \nu'}^{\text{mod}}(\psi_\nu, \psi_\nu') = \frac{\pi^{\rho+\rho'} \Gamma(\rho') \Gamma\left(\frac{(\nu+\rho)+(\nu'-\rho')}{2}\right) \Gamma\left(\frac{(\nu+\rho)-(\nu'+\rho')}{2}\right)}{\Gamma(2\rho') \Gamma(\rho-\rho') \Gamma(\nu + \rho)}.$$ 

In particular, $\ell_{\nu, \nu'}^{\text{mod}}$ is non-trivial if $\nu \in i\mathbb{R} \cup (-\rho, \rho)$, $\nu' \in i\mathbb{R} \cup (-\rho', \rho')$ and $\nu + \rho \pm \nu' - \rho' \notin (-2\mathbb{N}_0)$.

Using Stirling's asymptotics for the Gamma function

$$|\Gamma(a + ib)| = \sqrt{2\pi} |b|^{a-\frac{1}{2}} e^{-\frac{1}{2} |b|} (1 + O(|b|^{-1})) \quad \text{as } |b| \to \infty,$$

the identity in Proposition 3.1 implies the following estimate:

**Corollary 3.2.** For fixed $\nu \in i\mathbb{R} \cup (-\rho, \rho)$ there exists a constant $c > 0$ such that

$$|\ell_{\nu, \nu'}^{\text{mod}}(\psi_\nu, \psi_\nu')| \leq c |\nu|^\frac{n-m}{2} e^{-\frac{\pi}{2} |\nu'|}, \quad \nu' \in i\mathbb{R}, \nu' \to \infty.$$ 

If $\text{Re} \nu = 0$ this estimate is sharp.

Now Corollary 3.2 implies Theorem B (1) in view of the relation (2.13).

The proof of Proposition 3.1 will be divided into two parts. First we rewrite the integral using the Fourier transform. Then we calculate the resulting integral using several integral formulas for special functions given in Appendix A.

3.1. The Fourier transform. Consider the Euclidean Fourier transform $\mathcal{F}_{\mathbb{R}^k} : \mathcal{S}'(\mathbb{R}^k) \to \mathcal{S}'(\mathbb{R}^k)$ given by

$$\mathcal{F}_{\mathbb{R}^k} u(x) = (2\pi)^{-\frac{k}{2}} \int_{\mathbb{R}^k} e^{-ix \cdot \xi} u(\xi) \, d\xi.$$
It has the following properties (see e.g. [30]):

(F1) \[ \int_{\mathbb{R}^k} F_{2^k} u(x) \cdot v(x) \, dx = \int_{\mathbb{R}^k} u(x) \cdot F_{2^k} v(x) \, dx, \]

(F2) \[ F_{2^k}^{-1} u(x) = F_{2^k} u(-x), \]

(F3) \[ F_{2^k}(u * v) = (2\pi)^{\frac{k}{2}} (F_{2^k} u) \cdot (F_{2^k} v), \]

(F4) \[ u(x) = \phi(|x|) \Rightarrow F_{2^k} u(x) = |x|^{-\frac{k-2}{2}} \int_0^\infty J_{\frac{k-2}{2}}(r|x|)\phi(r)\frac{r}{2} \, dr, \]

where \( J_\alpha(z) \) denotes the classical \( J \)-Bessel function.

Let \( N := n - 1, \; M := m - 1. \)

Denote by \( F_{\mathbb{R}^N} \) the Fourier transform in the variable \( x \in \mathbb{R}^N \) and by \( F_{\mathbb{R}^M} \) and \( F_{\mathbb{R}^{N-M}} \) the Fourier transforms in the variables \( x' \in \mathbb{R}^M \) and \( x'' \in \mathbb{R}^{N-M} \) where we write \( x = (x', x'') \in \mathbb{R}^M \times \mathbb{R}^{N-M}. \) Then \( F_{\mathbb{R}^N} = F_{\mathbb{R}^M}F_{\mathbb{R}^{N-M}}. \)

In what follows we use the following abbreviation:

\[ \alpha = \nu' - \rho', \; \beta = (\nu - \rho) - (\nu' - \rho'). \]

Lemma 3.3. For \( f_1 \in J(\nu) \) and \( f_2 \in J'(\nu') \) we have

\[
\ell_{\nu,\nu'}^{\text{mod}}(f_1, f_2) = \frac{2^{\alpha+2\beta+M+4} \pi^2}{(2\pi)^{\frac{M}{2}}} \frac{\Gamma(\alpha + \beta + \frac{N}{2})\Gamma(\beta + \frac{N-M}{2})}{\Gamma(\frac{N-M}{2})} \int_{\mathbb{R}^N} |x'|^{-2(\alpha+\beta+\frac{4}{2})} \times 2F1 \left( \alpha + \beta + \frac{N}{2}, \beta + \frac{N-M}{2}; -\frac{|x''|^2}{|x'|^2} \right) F_{\mathbb{R}^N} f_1(x) F_{\mathbb{R}^M} f_2(-x') \, dx.
\]

Proof. Write

\[
\ell_{\nu,\nu'}^{\text{mod}}(f_1, f_2) = \int_{\mathbb{R}^M} \int_{\mathbb{R}^{N-M}} |x''|^{2\beta} f_1(x)(\phi_{\alpha,x''} * f_2)(x') \, dx'' \, dx',
\]

where \( \phi_{\alpha,x''}(x') = (|x'|^2 + |x''|^2)^{\alpha}. \) Then by (F1) and (F3) we have

\[
\ell_{\nu,\nu'}^{\text{mod}}(f_1, f_2) = (2\pi)^{\frac{M}{2}} \int_{\mathbb{R}^M} \int_{\mathbb{R}^{N-M}} |x''|^{2\beta} F_{\mathbb{R}^M}^{-1} f_1(x) F_{\mathbb{R}^M} \phi_{\alpha,x''}(x') \, dx'' \, dx'.
\]

We first calculate \( F_{\mathbb{R}^M} \phi_{\alpha,x''}(x'). \) Since \( \phi_{\alpha,x''} \) is a radial function we find by (F4) that

\[
F_{\mathbb{R}^M} \phi_{\alpha,x''}(x') = |x'|^-\frac{M-2}{2} \int_0^\infty J_{\frac{M-2}{2}}(r|x'|)(r^2 + |x''|^2)^{\alpha} r^\frac{M}{2} \, dr.
\]

Using the integral formula (A.1) we obtain

\[
= \frac{2^{\alpha+1}}{\Gamma(-\alpha)} \left( \frac{|x''|}{|x'|} \right)^{\alpha+\frac{M}{2}} K_{\alpha+\frac{M}{2}}(|x'|, |x''|).
\]

Inserting this we find

\[
\ell_{\nu,\nu'}^{\text{mod}}(f_1, f_2) = \frac{2^{\alpha+1} \pi^2}{\Gamma(-\alpha)} \int_{\mathbb{R}^M} \int_{\mathbb{R}^{N-M}} \varphi_{\alpha,\beta,x''}(x') F_{\mathbb{R}^M}^{-1} f_1(x) F_{\mathbb{R}^M} f_2(x') \, dx'' \, dx'.
\]
where \( \varphi_{\alpha,\beta,x'}(x'') = |x'|^{-(\alpha + \frac{M}{2})} |x''|^{\alpha + 2\beta + \frac{M}{2}} K_{\alpha + \frac{M}{2}}(|x'| \cdot |x''|) \). Using (F1) and (F2) we have

\[
\begin{align*}
&= \frac{2^{\alpha + \frac{M}{2} + 1} \pi^{\frac{M}{2}}}{\Gamma(-\alpha)} \int_{\mathbb{R}^M} \int_{\mathbb{R}^N} F_{\mathbb{R}^N \mathbb{R}^M} \varphi_{\alpha,\beta,x'}(x'') F_{\mathbb{R}^N} f_1(x) F_{\mathbb{R}^M} f_2(x') \, dx'' \, dx', \\
&= \frac{2^{\alpha + \frac{M}{2} + 1} \pi^{\frac{M}{2}}}{\Gamma(-\alpha)} \int_{\mathbb{R}^M} \int_{\mathbb{R}^N} F_{\mathbb{R}^N \mathbb{R}^M} \varphi_{\alpha,\beta,x'}(x'') F_{\mathbb{R}^N} f_1(-x) F_{\mathbb{R}^M} f_2(x') \, dx'' \, dx'.
\end{align*}
\]

Now let us calculate \( F_{\mathbb{R}^N \mathbb{R}^M} \varphi_{\alpha,\beta,x'}(x'') \). Also \( \varphi_{\alpha,\beta,x'} \) is a radial function and by (F4) we obtain

\[
F_{\mathbb{R}^N \mathbb{R}^M} \varphi_{\alpha,\beta,x'}(x'') = |x'|^{-\alpha} |x''|^{-\frac{N-M}{2}} \int_0^\infty J_{\frac{N-M}{4}}(r|x''|) r^\alpha K_{\frac{N-M}{2}}(r|x'|) r^{-\frac{N-M}{2}} \, dr.
\]

With the integral formula (A.2) this equals

\[
\begin{align*}
&= \frac{2^{\alpha + \frac{N-M}{2}} \pi^{\frac{N-M}{2}}}{\Gamma(\alpha + \beta + \frac{N-M}{2}) \Gamma(\beta + \frac{N-M}{2}) |x''|^{-2(\alpha + \beta + \frac{N}{2})}} \\
&\quad \times \, _2F_1 \left( \alpha + \beta + \frac{N}{2}, \beta + \frac{N-M}{2}, \frac{N-M}{2}; -\frac{|x''|^2}{|x'|^2} \right).
\end{align*}
\]

Inserting this into the above formula for \( \ell_\nu^{\text{mod}}(f_1, f_2) \) gives the claim. \( \square \)

**Remark 3.4.** The calculation in Lemma 3.3 can also be found in [17, Proposition 4.3] and [23, Section 5]. We included it for the sake of completeness.

**Lemma 3.5.** The Fourier transform of \( \psi_\nu(x) \) is given by

\[
F_{\mathbb{R}^N} \psi_\nu(x) = \frac{1}{2^\nu + \frac{N-2}{2} \Gamma(\nu + \frac{N}{2})} |x|^{\nu} K_\nu(|x|).
\]

**Proof.** Since \( \psi_\nu \) is a radial function we can use (F4) to find

\[
F_{\mathbb{R}^N} \psi_\nu(x) = |x|^{-\frac{N-2}{2}} \int_0^\infty J_{\nu-\frac{N}{2}}(r|x|) (1 + r^2)^{-\nu - \frac{N}{2}} r^\frac{N}{2} \, dr.
\]

Then the integral formula (A.1) and the symmetry \( K_\alpha(z) = K_{-\alpha}(z) \) imply the claimed identity. \( \square \)

### 3.2. Proof of Proposition 3.1

By Lemma 3.3 and Lemma 3.5 the expression \( \ell_\nu^{\text{mod}}(\psi_\nu \otimes \psi'_\nu) \) is equal to

\[
\begin{align*}
&= \frac{2^{2\alpha + \beta - \nu - \nu'} + 2^\beta \pi^{\frac{M}{2}} \Gamma(\alpha + \beta + \frac{N}{2}) \Gamma(\beta + \frac{N-M}{2})}{\Gamma(\frac{N-M}{2}) \Gamma(\beta + \frac{N-M}{2}) \Gamma(\nu + \frac{N}{2}) \Gamma(\nu' + \frac{M}{2})} \int_{\mathbb{R}^N} |x'|^{-2(\alpha + \beta + \frac{N}{2})} \\
&\quad \times \, _2F_1 \left( \alpha + \beta + \frac{N}{2}, \beta + \frac{N-M}{2}, \frac{N-M}{2}; -\frac{|x''|^2}{|x'|^2} \right) |x|^{\nu} K_\nu(|x|) |x''|^{\nu'} K_{\nu'}(|x'|) \, dx.
\end{align*}
\]
Introducing polar coordinates on both \( \mathbb{R}^M \) and \( \mathbb{R}^{N-M} \) we rewrite the integral as

\[
\text{vol}(S^{M-1})\text{vol}(S^{N-M-1}) \int_0^\infty \int_0^\infty r^{\nu'-2(\alpha+\beta+\frac{N}{2})} s^{N-M-1}(r^2 + s^2)^{\frac{M}{2}}
\times_2 F_1 \left( \alpha + \beta + \frac{N}{2}, \beta + \frac{N-M}{2}; \frac{N-M}{2}; -\frac{s^2}{r^2} \right) K_\nu(\sqrt{r^2 + s^2}) K_{\nu'}(r) \, dr \, ds.
\]

Substituting \( t = \frac{s^2}{r^2} \) and using the symmetry \( K_\nu(z) = K_{-\nu}(z) \) gives

\[
= \frac{\text{vol}(S^{M-1})\text{vol}(S^{N-M-1})}{2} \int_0^\infty \int_0^\infty r^{\nu'+\nu'-2(\alpha+\beta)-1} t^{\frac{N-M}{2}-1}(1+t)^{\frac{M}{2}}
\times_2 F_1 \left( \alpha + \beta + \frac{N}{2}, \beta + \frac{N-M}{2}; \frac{N-M}{2}; -t \right) K_{-\nu}(r\sqrt{1+t}) K_{\nu'}(r) \, dr \, dt.
\]

We use the integral formula (A.3) to calculate the integral over \( r \) and find

\[
\frac{2^{\nu'+\nu'-2(\alpha+\beta)} \Gamma(\nu' - \alpha - \beta) \Gamma(-\nu' - \alpha - \beta) \Gamma(\nu - \alpha - \beta)}{\Gamma(\nu + \nu' - 2(\alpha + \beta))}
\times \int_0^\infty t^{\frac{N-M}{2}-1} F_1 \left( \alpha + \beta + \frac{N}{2}, \beta + \frac{N-M}{2}; \frac{N-M}{2}; -t \right)
\times_2 F_1 \left( \nu' - \alpha - \beta, -\nu' - 2(\alpha + \beta) \nu' - 2(\alpha + \beta); -t \right) \, dt.
\]

Next we use the integral representation (A.4) for the second hypergeometric function and find that the integral is equal to

\[
\frac{\Gamma(\nu + \nu' - 2(\alpha + \beta))}{\Gamma(-\nu' - \alpha - \beta)} \int_0^1 \int_0^{\frac{N-M}{2}-1} r^{-\nu' - \alpha - \beta - 1}(1-r)^{\nu + \nu' - \alpha - \beta - 1}
\times (1 + rt)^{\alpha + \beta - \nu'} F_1 \left( \alpha + \beta + \frac{N}{2}, \beta + \frac{N-M}{2}; \frac{N-M}{2}; -t \right) \, dr \, dt.
\]

Using the integral formula (A.5) we calculate the integral over \( t \) and find

\[
= \frac{\Gamma(\nu + \nu' - 2(\alpha + \beta))}{\Gamma(-\nu' - \alpha - \beta)} \frac{\Gamma(\frac{N-M}{2}) \Gamma(\nu' + \frac{M}{2}) \Gamma(\nu' - \alpha)}{\Gamma(\nu + \nu' - \alpha - \beta) \Gamma(\nu' - \alpha - \beta) \Gamma(\nu' + \beta + \frac{N}{2})}
\times \int_0^1 r^{\nu' - 1}(1-r)^{\alpha + \beta - \nu} F_1 \left( \nu' + \frac{M}{2}, \nu' - \alpha; \nu' + \beta + \frac{N}{2}; 1 - \frac{1}{r} \right) \, dr.
\]

Substituting \( x = \frac{1}{r} - 1 \) the integral becomes

\[
\int_0^\infty x^{\nu + \nu' - \alpha - \beta - 1}(1+x)^{\alpha + \beta - \nu} F_1 \left( \nu' + \frac{M}{2}, \nu' - \alpha; \nu' + \beta + \frac{N}{2}; -x \right) \, dx.
\]

Finally, using once again integral formula (A.5) gives (note that \( \nu + \nu' - \alpha - \beta = \nu' + \beta + \frac{M}{2} \))

\[
= \frac{\Gamma(\nu + \nu' - \alpha - \beta) \Gamma(\frac{M}{2}) \Gamma(-\alpha)}{\Gamma(\nu - \alpha - \beta) \Gamma(\nu' - \alpha - \beta + \frac{M}{2})}.
\]
Putting everything together and using \( \text{vol}(S^{k-1}) = \frac{2\pi^{\frac{k}{2}}}{\Gamma\left(\frac{k}{2}\right)} \) finally shows the identity claimed in Proposition 3.1.

4. Hermitian forms and positive functionals - polynomial bounds

In this section we prove Theorem 4.1 (2). This is done by estimating Hermitian forms. The technique we use is due to Bernstein–Reznikov [5].

4.1. Automorphic Hermitian forms. Let \( H^\text{aut} \) denote the Hermitian form on \( C^\infty(X) \) given by
\[
H^\text{aut}(f) = \int_{X'} |f|_{X'}^2.
\]
Further, for each \( j \in \mathbb{N} \) denote by \( H_j^\text{aut} \) the Hermitian form on \( C^\infty(X) \) given by
\[
H_j^\text{aut}(f) = \int_{X'} |\text{pr}_j(f|_{X'})|^2,
\]
where \( \text{pr}_j : L^2(X') \to \overline{H}_j \) is the orthogonal projection onto the subspace \( \overline{H}_j \) of conjugates of \( H_j \) which restricts to a projection \( C^\infty(X') \to \overline{V}_j \). Since the spaces \( \overline{H}_j \) are pairwise orthogonal subspaces of \( L^2(X') \) we have the following basic inequality:
\[
\sum_{j=1}^{\infty} H_j^\text{aut} \leq H^\text{aut}. \tag{4.1}
\]

4.2. Hermitian forms associated to invariant bilinear forms. We can also define Hermitian forms using invariant bilinear forms. For this let \( \ell : V \times V_j \to \mathbb{C} \) be a continuous invariant bilinear form. Then \( \ell \) induces an intertwining operator \( T_\ell : V \to \overline{V}_j \) where \( \overline{V}_j \) is the space of smooth vectors in the dual representation \( V_j^* \) which can be identified with the complex conjugates of \( V_j \subseteq C^\infty(X') \). We define a Hermitian form \( H_\ell \) on \( V \) by
\[
H_\ell(f) = \int_{X'} |T_\ell(f)|^2.
\]

Lemma 4.1. On \( V \) the automorphic Hermitian form \( H_j^\text{aut} \) coincides with the form \( H_{\ell_j^\text{aut}} \) associated to the automorphic invariant bilinear form \( \ell_j^\text{aut} \).

Proof. We just need to check that \( T_{\ell_j^\text{aut}}f = \text{pr}_j(f|_{X'}) \). For this we calculate for \( g \in \overline{V}_j \):
\[
\langle T_{\ell_j^\text{aut}}f, g \rangle_{L^2(X')} = \ell_j^\text{aut}(f, \overline{g}) = \int_{X'} f|_{X'} \overline{g} = \langle f|_{X'}, g \rangle_{L^2(X')} = \langle \text{pr}_j(f|_{X'}), g \rangle_{L^2(X')}. \quad \square
\]
As for the automorphic Hermitian forms \( H^\text{aut}_j \) we denote by \( H^\text{mod}_j \) the Hermitian form \( H^\text{mod}_j \) associated to the invariant bilinear functional \( f^\text{mod}_j \).

Then with (4.1) we immediately obtain:

\[
\sum_{j=1}^{\infty} |a_j|^2 H^\text{mod}_j \leq H^\text{aut}.
\]  

(4.2)

4.3. **Positive functionals.** Let \( \mathcal{H}(V) \) denote the space of Hermitian forms on \( V \) and \( \mathcal{H}^+(V) \subseteq \mathcal{H}(V) \) the cone of non-negative forms. Following Bernstein–Reznikov \[5\] we call an additive map \( \rho : \mathcal{H}^+(V) \to [0, \infty] \) a **positive functional.** In what follows we will need the following two properties of positive functionals which follow directly from the definition:

1. (Monotonicity) If \( H \leq H' \) then \( \rho(H) \leq \rho(H') \),
2. (Homogeneity) For \( t \geq 0 \) we have \( \rho(tH) = t\rho(H) \).

The group \( G \) acts on \( V \) and hence on \( \mathcal{H}(V) \). We denote this action by \( \Pi \) and extend it to \( C_c^\infty(G) \). If \( \varphi \in C_c^\infty(G) \), \( \varphi \geq 0 \), then \( \Pi(\varphi) \) leaves the \( \mathcal{H}^+(V) \) invariant.

For \( u \in V \) and \( \varphi \in C_c^\infty(G) \) the map \( \rho_{\varphi,u} \) given by

\[
\rho_{\varphi,u}(H) = (\Pi(\varphi)H)(u), \quad H \in \mathcal{H}^+(V),
\]

is a positive functional.

4.4. **Construction of test functionals.** We now construct certain test functionals which we apply to the inequality (4.2) to obtain the desired estimates.

**Proposition 4.3.** There exist \( T_0, C, c > 0 \) such that for every \( T \geq T_0 \) there exists a positive functional \( \rho_T \) on \( \mathcal{H}^+(V) \) with

\[
\rho_T(H^\text{aut}) \leq CT^{n-1},
\]

\[
\rho_T(H^\text{mod}_j) \geq c \quad \text{for } |\nu_j'| \leq T.
\]

**Proof.** We construct a positive functional \( \rho_T \) of the form \( \rho_T := \rho_{\varphi,u} \) for certain \( \varphi \in C_c^\infty(G) \) and \( u \in V \). Here we find \( \varphi \) and \( u \) in several steps:

- Choose a point \( x_0 = (x_0', x_0'') \in \mathbb{R}^{m-1} \times \mathbb{R}^{n-m} = \mathbb{R}^{n-1} \) with

\[
|x_0'| \geq 56.
\]

- Since by (2.10) we have \( |g \cdot x - g \cdot y|^2 = j(g,x)|x - y|^2 j(g,y) \) with \( j(g,x) \) being smooth in \( g \) and \( x \), \( j(e,x) = 1 \), there exists a symmetric subset \( D_0 \subseteq G \) (i.e. \( D_0^{-1} = D_0 \)), which is a relatively compact open neighborhood of the identity, such that every conformal transformation \( g \in D_0 \) is defined at every \( x \in B_{|x_0'|}(x_0) = \{ x \in \mathbb{R}^{n-1} : \)

\[
|x - x_0| < |x_0'|/2.
\]

Then for every \( g \in D_0 \) and \( x \) in the open neighborhood we have

\[
|g \cdot x - g \cdot x_0| \leq C|g \cdot x - g \cdot x_0|_\infty |x - x_0| = 2C|g \cdot x - g \cdot x_0|_\infty |x - x_0|.
\]

This implies that \( j(g,x) \) is uniformly bounded for \( g \in D_0 \) and \( x \) in the open neighborhood.

- Given any point \( x_0 \) we can find a point \( x \) in the open neighborhood such that \( |x - x_0| = 56|x_0'| \).

- Since \( x \) is in the open neighborhood, we can find a point \( y \) in the open neighborhood such that \( |y - x| = 56|x_0'| \).

- Then we have \( |g \cdot y - g \cdot x| = 56|g \cdot x - g \cdot x_0|_\infty |x - x_0| \).

- Finally, we find a point \( u \) in the open neighborhood such that \( |u - y| = 28|x_0'| \).

This completes the proof of the proposition.
\[ |x - x_0| < |x''_0| \} \text{ and we have} \]
\[ |g \cdot x_0 - x_0| < |x''_0|/4, \quad (4.6) \]
\[ \frac{1}{2}|x - y| \leq |g \cdot x - g \cdot y| \leq 2|x - y| \quad \text{for } x, y \in B_{|x''_0|}(x_0), \quad (4.7) \]
\[ \left| \frac{\nabla_x j(g, x)}{|j(g, x)|} \right| \leq \frac{1}{4|\nu - \rho| \cdot |x''_0|} \quad \text{for } x \in B_{|x''_0|}(x_0). \quad (4.8) \]

- Put \( D := D_0K' \) and choose a \( K' \)-right invariant function \( \varphi \in C_c^\infty(G) \) with \( \varphi \equiv 1 \) on \( D \). Obviously \( \varphi \) is independent of \( T \).
- Next let \( T_0 > 0 \) such that
\[ T_0 \geq 4/|x''_0|, \quad (4.9) \]
\[ 6T + 4\rho' + 2|\nu - \rho + \rho'| + \frac{1}{4} \leq 7T \quad \text{for } T \geq T_0. \quad (4.10) \]

- Finally we choose a non-negative function \( u_1 \in C_c^\infty(\mathbb{R}^{n-1}) \subset J(\nu) \) with \( \text{supp } u_1 \subseteq B_1(x_0) \) and \( \int_{\mathbb{R}^{n-1}} u_1 = 1 \) and put \( A := \|u_1\|_\nu^2 > 0. \) Then the family \( (u_T)_{T \geq 1} \subseteq C_c^\infty(\mathbb{R}^{n-1}) \subseteq J(\nu) \) given by \( u_T(x) = T^n u(Tx) \) has the following properties:
\[ \text{supp } u_T \subseteq B_{T^{-1}}(x_0), \quad (4.11) \]
\[ \int_{\mathbb{R}^{n-1}} u_T = 1, \quad (4.12) \]
\[ \|u_T\|_\nu^2 = AT^{2(\rho - \text{Re} \nu)} \leq AT^{n-1}. \quad (4.13) \]

Here we have used (2.7) and (2.8) for the last property. Note that by (4.9) for \( T \geq T_0 \) we have \( \text{supp } u_T \subseteq B_{|x''_0|/4}(x_0) \).

We first prove property (4.3) for the functional \( \rho_T = \rho_{\varphi, u} \) with \( u = u_T \). We have
\[ \rho_T(H^{\text{aut}}) = \int_G \varphi(g)(\Pi(g)H^{\text{aut}})(u) \, dg = \int_G \varphi(g)H^{\text{aut}}(\pi(g^{-1})u) \, dg \]
\[ = \int_G \int_{X'} \varphi(g)|u(g \cdot x)|^2 \, d\mu_{X'}(x) \, dg, \]
where \( d\mu_{X'} \) denotes the Riemannian measure on \( X' \). Since \( G \cdot X' = X \) the map
\[ C_c(X) \to \mathbb{C}, \quad f \mapsto \int_G \int_{X'} \varphi(g)f(g \cdot x) \, d\mu_{X'}(x) \, dg \]
defines a smooth finite measure on \( X \). Hence this measure must be bounded by a constant \( B > 0 \) times the \( G \)-invariant measure \( d\mu_X \), the constant only depending on \( \varphi \) which in turn does not depend on \( T \) or \( T_0 \) but only on the choice of \( x_0 \) and \( D_0 \). It follows that
\[ \rho_T(H^{\text{aut}}) \leq B \int_X |u|^2 \, d\mu_X = B\|u\|_\nu^2 \leq CT^{n-1} \]
by (4.13) with \( C = AB \) which proves (4.3).
Now let us calculate $\rho_T(H_j^{\text{mod}})$. We use the fact that for the spherical principal series $J'(\nu'_j)$ the invariant norm is given by (see (2.5))

$$\|f\|_{\nu'_j}^2 = \int_{G'} |(\pi'_{\nu'_j}(k')f)(0)|^2 \, dk'.$$

Using the intertwining property of $T_{\ell_j}^{\text{mod}}$ and the $K'$-right invariance of $\varphi$ we obtain

$$\rho_T(H_j^{\text{mod}}) = \int_G \varphi(g) (\Pi(g) H_j^{\text{mod}})(u) \, dg = \int_G \varphi(g) H_j^{\text{mod}}(\pi(g^{-1})u) \, dg$$

$$= \int_G \varphi(g) \|T_{\ell_j}^{\text{mod}} \pi(g^{-1})u\|_{\nu'_j}^2 \, dg$$

$$= \int_G \int_{K'} \varphi(g) |(\pi'_{\nu'_j}(k')T_{\ell_j}^{\text{mod}} \pi(g^{-1})u)(0)|^2 \, dk' \, dg$$

$$= \int_G \int_{K'} \varphi(g) |(T_{\ell_j}^{\text{mod}} \pi(k'g^{-1})u)(0)|^2 \, dk' \, dg$$

$$= \int_G \varphi(g) |(T_{\ell_j}^{\text{mod}} \pi(g^{-1})u)(0)|^2 \, dg.$$

Since $\varphi \equiv 1$ on $D_0$ and $\varphi \geq 0$ it suffices to show that $|(T_{\ell_j}^{\text{mod}} \pi(g^{-1})u)(0)|^2$ is on $D_0$ bounded below by a universal constant for $|\nu'_j| \leq T$.

In the flat picture the intertwiner $T_{\ell_j}^{\text{mod}}$ takes by (2.12) the form

$$T_{\ell_j}^{\text{mod}} f(0) = C_{m,n} \cdot \int_{\mathbb{R}^{n-1}} |x'|^{\nu'_j - \rho'} |x''|^{\nu_{\rho'-\rho'} \frac{1}{2}} f(x) \, dx,$$

the constant $C_{m,n} > 0$ only depending on the dimensions $m$ and $n$. The action $\pi = \pi_{\nu}$ is in the flat picture given by (2.3) and hence

$$|(T_{\ell_j}^{\text{mod}} \pi(g^{-1})u)(0)| = C_{m,n} \left| \int_{\mathbb{R}^{n-1}} |x'|^{\nu'_j - \rho'} |x''|^{\nu_{\rho'-\rho'} \frac{1}{2}} j(g,x)^{\nu+\rho} u(g \cdot x) \, dx \right|.$$

First note that $g \cdot x \in \text{supp } u \subseteq B_{T^{-1}}(x_0)$ implies $x \in g^{-1} \cdot B_{T^{-1}}(x_0) \subseteq B_{2T^{-1}}(g^{-1}x_0) \subseteq B_{3|x_0|/4}(x_0)$ by (4.6), (4.7) and (4.9), so the integral equals

$$\int_{B_{2T^{-1}}(g^{-1}x_0)} |x'|^{\nu'_j - \rho'} |x''|^{\nu_{\rho'-\rho'} \frac{1}{2}} j(g,x)^{\nu+\rho} u(g \cdot x) \, dx.$$

To find a universal lower bound for this expression we use the following fact (cf. [5 Section 5.3]):

**Fact 4.4.** Let $(X, \mu)$ be a measure space and $f, \phi : X \to \mathbb{C}$ two measurable functions. Assume $\phi \geq 0$ with $\int_X \phi \, d\mu = 1$ and $\sup_{x,y \in X} |f(x) - f(y)| \leq \frac{1}{2} \sup_{x \in X} |f(x)|$. Then

$$\int_X f \phi \, d\mu \geq \frac{1}{2} \sup_{x \in X} |f(x)|.$$
We use this fact with $f_g(x) := |x|^\nu' - \rho' |x|^\nu - \rho$ and $\phi_g(x) = j(g, x)^{2
u}u(x)$. Clearly $\phi_g \geq 0$ and by (2.11) and (4.12) we have $\int_{R^n} \phi_g(x) \, dx = 1$. To prove the assumption on $f_g$ in Fact 4.4 we use the mean value theorem. For the gradient of $f_g(x)$ we find

$$\nabla f_g(x) = \left( \nu'_j - \rho' \right) \frac{x}{|x|^2} + \frac{\nu - \nu' - (\rho - \rho')}{2} \frac{x''}{|x''|^2} + (\nu - \rho) \frac{\nabla x j(g, x)}{j(g, x)} \right) f_g(x).$$

Using (4.8) we can estimate the gradient by

$$\sup_{x \in B_{2T^{-1}}(g^{-1}x_0)} |\nabla f_g(x)| \leq \sup_{x \in B_{2T^{-1}}(g^{-1}x_0)} \left[ \frac{1}{|x''|} \left( \frac{3}{2} |\nu'_j| + \rho' + \left| \frac{\nu - (\rho - \rho')}{2} \right| \right) + \frac{1}{4|x''|^2} \right] \times \sup_{x \in B_{2T^{-1}}(g^{-1}x_0)} |f_g(x)|$$

Using (4.6) and (4.9) we find that $x \in B_{2T^{-1}}(g^{-1}x_0)$ implies $|x''| \geq |x''_0|/4$ and hence

$$\sup_{x \in B_{2T^{-1}}(g^{-1}x_0)} \left[ \frac{1}{|x''|} \left( \frac{3}{2} |\nu'_j| + \rho' + \left| \frac{\nu - (\rho - \rho')}{2} \right| \right) + \frac{1}{4|x''|^2} \right] \leq \frac{1}{|x''_0|} \left( 6|\nu'_j| + 4\rho' + 2|\nu - (\rho - \rho')| + \frac{1}{4} \right).$$

For $|\nu'_j| \leq T$ the last term can by (4.5) and (4.10) be estimated by $T/8$. Hence we obtain for $g \in D_0$

$$\sup_{x, y \in B_{2T^{-1}}(g^{-1}x_0)} |f_g(x) - f_g(y)| \leq 4T^{-1} \cdot \sup_{x \in B_{2T^{-1}}(g^{-1}x_0)} |\nabla f_g(x)| \leq \frac{1}{2} \sup_{x \in B_{2T^{-1}}(g^{-1}x_0)} |f_g(x)|$$

Therefore $f_g$ satisfies the assumptions in Fact 4.4 and we obtain

$$\rho_T(H^\text{mod}_{j,m,n}(D_0) \left( \sup_{x \in B_{2T^{-1}}(g^{-1}x_0)} |f_g(x)| \right)^2.$$

By (4.6) and (4.9) we have $B_{2T^{-1}}(g^{-1}x_0) \subseteq B_{3|x''_0|/4}(x_0)$. But for $x \in B_{3|x''_0|/4}(x_0)$ we have the following lower bound:

$$|f_g(x)| \geq \sup_{x \in B_{3|x''_0|/4}(x_0), \, g \in D_0} |x|^{-2\rho'} |x''|^{\frac{\rho' + \rho}{2}} j(g, x)^{Re \nu - \rho} > 0$$

since $B_{3|x''_0|/4}(x_0)$ and $D_0$ are relatively compact. This bound only depends on the choice of $x_0$ and $D_0$ and not on $T$ or $T_0$. Therefore the proof is complete. □
4.5. Proof of Theorem B (2). We apply the test functionals \( \rho_T \) from Proposition 4.3 to the inequality (4.2). Hence there exists \( T_0, C, c > 0 \) such that for every \( T \geq T_0 \) we have

\[
c \sum_{|\nu'| \leq T} |a_{\nu'}|^2 \leq CT^{n-1}.
\]

The parameter \( \nu' \) is related to the eigenvalue \( \lambda_j \) by (2.14) and hence this estimate implies Theorem B (2).

**Appendix A. Integral formulas for special functions**

A.1. Bessel functions. Let \( J_\alpha(z) \) and \( K_\alpha(z) \) denote the classical \( J \)- and \( K \)-Bessel functions. The following integral formulas hold:

For \(-1 < \Re \nu < \Re(2\mu + \frac{3}{2})\), \( a, b > 0 \) we have (see \[13\] formula 6.565 (4))

\[
\int_0^\infty J_\nu(bx) x^{\nu+1} \frac{d x}{(x^2 + a^2)^{\mu+1}} = \frac{a^{\nu-\mu} b^\mu}{2\mu \Gamma(\mu + 1)} K_{\nu-\mu}(ab). \quad (A.1)
\]

For \( \Re(a \pm ib) > 0, \Re(\nu - \lambda + 1) > |\Re \mu| \) we have (see \[13\] formula 6.576 (3))

\[
\int_0^\infty x^{-\lambda} K_\mu(ax) J_\nu(bx) \frac{d x}{x} = \frac{b^\nu \Gamma(\frac{\nu-\lambda+\mu+1}{2}) \Gamma(\frac{-\nu-\lambda+\mu+1}{2})}{2^{\lambda+1} a^{\nu-\lambda+1} \Gamma(\nu + 1)} \times _2F_1 \left( \frac{\nu-\lambda+\mu+1}{2}, \frac{\nu-\lambda-\mu+1}{2}; \nu + 1; \frac{-b^2}{a^2} \right). \quad (A.2)
\]

For \( \Re \sigma > |\Re \mu| + |\Re \nu|, \Re(a + b) > 0 \) we have (see \[11\] formula 10.3 (49))

\[
\int_0^\infty K_\mu(ax) K_\nu(bx) a^{x-1} \frac{d x}{x} = \frac{2^{\sigma-3} b^\nu \Gamma(\frac{\sigma+\mu+\nu}{2}) \Gamma(\frac{\sigma-\mu+\nu}{2}) \Gamma(\frac{\sigma-\mu-\nu}{2}) \Gamma(\frac{\sigma-\mu+\nu}{2})}{a^{\nu+\sigma} \Gamma(\sigma)} = _2F_1 \left( \frac{\sigma+\mu+\nu}{2}, \frac{\sigma-\mu+\nu}{2}; \frac{\sigma-1}{2}; \frac{b^2}{a^2} \right). \quad (A.3)
\]

A.2. Hypergeometric function. Further, let \( _2F_1(a, b; c; z) \) denote the classical hypergeometric function. Then the following integral formulas hold:

For \( \Re c > \Re b > 0, x \notin (1, \infty) \) we have (see \[2\] Theorem 2.2.1)

\[
_2F_1(a, b; c; x) = \frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_0^1 t^{b-1}(1-t)^{c-b-1}(1-xt)^{-a} dt. \quad (A.4)
\]

For \( \Re \gamma > 0, \Re(\alpha - \gamma + \sigma) > 0, \Re(\beta - \gamma + \sigma) > 0, \arg(z) < \pi \) we have (see \[13\] equation 7.512 (10))

\[
\int_0^\infty x^{\gamma-1}(x+z)^{-\sigma} _2F_1(\alpha, \beta; \gamma; -x) \frac{d x}{x} = \frac{\Gamma(\gamma) \Gamma(\alpha - \gamma + \sigma) \Gamma(\beta - \gamma + \sigma)}{\Gamma(\sigma) \Gamma(\alpha + \beta - \gamma + \sigma)} _2F_1(\alpha - \gamma + \sigma, \beta - \gamma + \sigma; \alpha + \beta - \gamma + \sigma; 1-z). \quad (A.5)
\]
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