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Selecting appropriate cases when tracing causal mechanisms

Derek Beach and Rasmus Brun Pedersen

1. Introduction

The last decade has witnessed resurgence in the interest in studying the causal mechanisms linking causes and outcomes in the social sciences. This article explores the overlooked implications for case selection when tracing mechanisms using in-depth case studies. Our argument is that existing case selection guidelines are appropriate for research aimed at making cross-case claims about causal relationships, where case selection is primarily used to control for other causes.

However, existing guidelines are not in alignment with case-based research that aims to trace mechanisms, where the goal is to unpack the causal mechanism between X and Y, enabling causal inferences to be made because empirical evidence is provided for how the mechanism actually operated in a particular case. The in-depth, within-case tracing of how mechanisms operate in particular cases produces what can be termed mechanistic evidence, which can be contrasted to difference-making evidence that are produced by variance-based, experimental designs.¹

In observational variance-based designs, case selection principles follow the principles of experimental research where the goal is to select cases where we can assess the difference that a given cause (aka treatment) has on values of the outcome, holding all other potential causes of difference constant. In contrast, the case selection principles that are appropriate when working with mechanistic evidence are quite different. Here the focus is on building as causally homogeneous a population as possible to enable us to infer from the studied cases to the rest of the small, bounded population of causally similar cases.²

There is intense debate about how mechanisms should be understood in the social sciences,³ and also about the nature of case studies and how to study mechanisms properly.

¹ - Russo and Williams, 2007. This distinction overlaps to some degree with ‘data-set’ versus ‘causal process’ observations, but is even more focused on the relationship between empirical material and causal inferences.
² - Note that there are research purposes where studying only a particular historical outcome are relevant, such as the Cuban Missile Crisis (e.g. Allison and Zellikow, 1999). When research is aimed at accounting for the ‘big and important’ aspects of a particular case, the case is not a ‘case of’ a narrow theoretical phenomenon. Here cases are selected because they are the French Revolution, or the Cuban Missile Crisis, making case selection strategies irrelevant. For a discussion of this, see AUTHOR.
³ - See Gerring, 2010 and Heström and Ylikowski, 2010 for good introductions to debates on mechanisms. For the systems understanding of mechanisms, see e.g. Heström and Ylikowski, 2010; Bunge, 1997, 2004; Machamer, Darden and Craver, 2000; Machamer, 2004; Waldner, 2012; Waskan, 2011; Hedström and Swedburg, 1998.
using case studies.\(^4\) While we discuss different interpretations briefly in the next section, this article is not about these debates. Instead, this article explores the implications that a mechanism-as-systems understanding has when we take individual cases as our analytical point of departure.\(^5\) where causation is viewed in deterministic and asymmetric terms at the case-level. In this type of research, the focus is on ensuring causal homogeneity to enable cross-case inferences to be made to small, bounded populations of similar cases. We and finally where mechanisms are understood as more than just intervening variables but instead a system of interacting parts that transfers causal forces from causes to outcomes.\(^6\)

Yet existing guidelines for case selection\(^7\) are not in alignment with the underlying assumptions of case-based research and mechanisms as systems. Despite recent guidelines going beyond the ‘all cases’ set of guidelines, where any case that is ‘representative’ of a causal relationship in terms of being on or close to the regression line,\(^8\) to focus more particularly on ‘pathway’ cases when studying mechanism,\(^9\) i.e. that are positive on X and Y but where all other potential causes are not present, existing guidelines are still more in alignment with the assumptions underlying variance-based designs, where the role of case selection is to control for other causes, enabling the production of evidence of difference-making across a set of cases.\(^10\)

However, case studies play an adjunct role in variance-based designs, acting as a double-check to ensure that there are no important omitted causal variables that could act as confounders of cross-case causal patterns,\(^11\) and to make plausible using counterfactuals in a case study the claim that found cross-case correlations actually are causal relationships.\(^12\)

If we instead adopt the underlying assumptions of case-based designs and the in-depth tracing of mechanisms as systems,\(^13\) existing case selection guidelines become problematic. In case-based research, the purpose of case selection is to enable cross-case inferences from the studied case to causally similar cases; case selection is not about controlling for other causes. This 'control' is achieved at the empirical level by assessing whether a particular piece of

\(^4\) - Here there are two positions: one that takes cases as the point of departure, with the result that case-based research is viewed as being a different 'culture' than variance-based designs (Brady and Collier, 2010; George and Bennett, 2005; Goertz and Mahoney, 2012; AUTHOR). This contrasts with variance-based research that takes the population and mean causal effects at this level as the point of departure, resulting in a 'one logic' position (Gerring, 2011; King, Keohane and Verba, 1994).

\(^5\) - For more on case-based research and the assumptions underlying it, see Ragin, 2000, 2008; Goertz and Mahoney, 2012; George and Bennett, 2005; AUTHOR.

\(^6\) - Machamer, Darden and Craver, 2000; Machamer, 2004; Waldner, 2012.

\(^7\) - Gerring, 2007; Schneider and Rohlfing, 2013; Nielsen, 2014; Lieberman, 2005.

\(^8\) - Lieberman, 2005; Nielsen, 2014.

\(^9\) - Gerring and Seawright, 2007; Weller and Barnes, 2014.

\(^10\) - Gerring and Seawright, 2007; Nielsen, 2014; Schneider & Rohlfing, 2013.

\(^11\) - This is most explicitly seen in Nielsen's case selection guidelines (Nielsen, 2014).

\(^12\) - Nielsen, 2014; Lieberman, 2005.

\(^13\) - Goertz and Mahoney, 2012; AUTHOR; Waldner, 2012.
empirical evidence of a part of a mechanism can be accounted for by any plausible alternative explanation. And as we will develop later, if we did select a case where only one cause if present to trace a mechanism between this X1 and Y, we would not be able to infer that similar mechanisms link X1 and Y in cases where other causes are also present.

As will be developed in this article, existing guidelines that for instance suggest we should also select negative cases for studying mechanisms,\(^{14}\) where neither the cause nor outcome are present, do not fit with the assumptions of case-based research. Yet studying mechanisms in particular cases focuses on using in-depth empirical analysis of what actually happened in the case to shed light on how a cause (or set of causes) produces an outcome through the operation of a mechanism.

If we are interested in tracing a causal mechanism linking X and Y, we want to trace it in cases where it could have been present, at least in theory. Tracing a non-existent mechanism in a case where we a priori knew it was not present tells us nothing about how the mechanism works in cases where it is present. Using case selection guidelines that are appropriate for variance-based designs when tracing mechanisms using in-depth case studies creates the risk that we select analytically irrelevant cases, or that we make flawed inferences to other cases based on studying cases where only X or only Y are present.

Tracing causal mechanisms using in-depth case study methods like process-tracing can have two functions that result in the selection of different cases.\(^{15}\) In what we term mechanism-centered designs, mechanisms are traced to gain better understanding of the causal relationship between X and Y within a bounded population, resulting in mechanistic evidence that sheds light on causal processes. Here the theorized mechanisms are front-and-center in our analysis, with the analytical focus on assessing how the causal arrow(s) in-between X and Y actually works in particular cases. In contrast, tracing mechanisms can be an auxiliary tool in relation to the main goal of revising a causal theory, for example tracing mechanisms to uncover when a mechanism breaks down that provides information that is used in a systematic comparison with a case where the mechanism works to shed light on omitted causal or contextual conditions from the model. We term this a condition-centered design. We explore which cases are appropriate to select in the two different types of research.

\(^{14}\) Most explicitly found in Nielsen, 2014: 3-9, where he discusses case selection using a most-similar system design, selecting both the positive-positive and negative-negative cases, with other potential explanatory factors held constant (see also Tarrow, 2010). In Lieberman (2005) and Gerring and Seawright (2007), typical cases are all cases that are regression-line on-liers, meaning that some will be what we understand as negative-negative cases (no X, no Y present).

\(^{15}\) There is also a third variant that we do not explore here: idiographic, case-centered designs that attempt to develop comprehensive explanations of a particularly important historical outcome (e.g. the Cuban Missile Crisis, see Allison & Zelikow 1999). For more, see AUTHOR. Also Van Evera, 1997; Eckstein, 1975.
The article proceeds in three steps. We first develop the underlying assumptions of studying mechanisms using case-based methods, focusing on mechanisms understood as systems, ontological determinism, causal asymmetry and causal homogeneity and the importance of context. We then develop a set of case selection guidelines that are in methodological alignment with these underlying assumptions. Section 4 develops guidelines for research where the mechanism is the primary focus, contending that only typical cases where both X, Y and the requisite contextual conditions are present should be selected. We compare our guidelines with the existing, finding that practices like selecting most/least-likely cases are not compatible with the underlying assumptions of tracing mechanisms. Section 5 present guidelines for deviant cases, focusing on tracing mechanisms until they breakdown as a tool to shed light on omitted contextual and/or causal conditions.

2. The assumptions of case-based tracing of mechanisms

This section discusses the four assumptions that arguably form the ontological foundations for studying causal mechanisms using in-depth, case-based methods like process-tracing.\footnote{For recent developments in process-tracing methods, see Bennett and Checkel, 2014; and AUTHOR.} Again, the purpose of this article is not to justify this set of assumptions; all of which have been discussed extensively in recent work on case-based research in general, and the study of mechanisms using process-tracing in particular. Instead, the article focuses on the methodological implications they have for case selection guidelines.

2.1. Mechanisms-as-systems

At the most fundamental level, the understanding of mechanisms-as-systems builds on a different ontological understanding of causation from a counterfactual/manipulation understanding of the relationship between causes and outcomes.\footnote{Note there is some debate about whether mechanisms are really a different understanding of causation, as advocated by Waskan (2011), or whether the mechanism understanding at the deepest level are just more elaborate forms of counterfactual statements about the links between the parts of the mechanism (Woodward, 2005). Woodward claims that adherents to the mechanism understanding cannot logically account for what links each part of a mechanism to each other, and therefore he contends that mechanisms bottom-out in counterfactual claims that if a given part of a mechanism did not exist, the next part of the mechanism would also not have existed. While persuasive and potentially damaging, Waskan has tried to counter this critique through relatively pragmatic claims that what we are interested in studying when tracing mechanisms is not the hypothetical, ‘what if’ (sometimes terms ‘how possible’) that links each part with each other, but how the parts of system actually conspire to produce the happening (2011: 393). We contend that this debate is irrelevant for case selection, given that Woodward is here talking about the links within mechanisms and not the relationship between cause and outcome.} Causation is seen as more
than just X:Y patterns of constant conjunction, or manipulation of X to produce a difference in the value of Y. Given the need to ensure methodological alignment between the nature of the causal relations we want to study and the methods we use to investigate them, adopting a mechanism understanding of causation has significant methodological implications. Understanding causation in terms of mechanisms means that the focus of analysis is on unpacking the causal arrow(s) linking cause and outcome into a series of interlocking and interacting parts that transmit causal forces from X to Y. Only by unpacking the causal arrow and studying it empirically by tracing how the mechanism works in a particular case can we make strong inferences that a causal relationship is present in a case by using what can be termed ‘mechanistic evidence’. 

How then should we define a mechanism? Glennan defines a mechanism as a ‘complex system, which produces an outcome by the interaction of a number of parts.’ (1996: 52). Andrew Bennett has defined causal mechanisms as ‘…processes through which agents with causal capacities operate in specific contexts to transfer energy, information or matter to other entities.’ (2008b: 207). A causal mechanism is a theorized link between a cause (or set of causes) and an outcome, where each part of the mechanism is clearly described in an ordered sequence, and in particular in terms of entities engaging in activities that transfer causal forces.

Each part of the theorized mechanism can helpfully be disaggregated into entities engaging in activities, with entities being the factors engaging in activities, whereas the activities are what actually transmit causal forces from X to Y. In the system understanding, each of the parts of a causal mechanism has no independent existence in relation to producing Y; instead they are integral parts of a system that transmits causal forces to Y. They are therefore not intervening variables; instead, theorizing a mechanism can be thought of as developing the causal story linking X with Y in more or less abstract terms. A good theory of

---

19 - Russo and Williams, 2007. While we advocate a systems-understanding, the arguments in this article also are applicable when using more ‘minimalist’ understandings of mechanisms where the causal process is not unpacked in any detail. In both understandings of mechanisms, what is being produced is within-case evidence of a causal process operating in an actual case, i.e. we are studying the empirical fingerprints left by the causal arrow in-between X and Y. In both understandings, mechanistic evidence does not tell us anything about cross-case difference-making – something that requires cross-case variation.
20 - Note that the mechanism itself is a theoretical abstraction. Once it has been operationalized in terms of developing the observable manifestations for each of its parts, it has a potential empirical presence.
21 - Machamer, Darden and Craver, 2000; Machamer, 2004; Hernes 1998; Hedström and Swedburg, 1998; AUTHOR.
a mechanism does not have logical holes, thereby ensuring what Machamer, Darden and Craven term the ‘productive continuity’ of the mechanism in-between causes and outcomes.\(^\text{23}\)

The main contending understanding of mechanisms is to see them as intervening variables.\(^\text{24}\) However, strictly speaking the use of the term variable implies a research design where we have variation that provides evidence of the difference-making of independent and/or intervening variables, with multiple observations of the values of X, the intervening variable (mechanism, M) and Y that enable us to assess the mean causal effects of X and/or M on values of Y.\(^\text{25}\) King, Keohane and Verba suggest that to do this we can disaggregate our case, for example by transforming a single case (national-level) into multiple cases by observing values of variables at a lower-level (e.g. the state-level), or by comparing the same case at different times (before/after). Yet this in effect transforms the within-case study of causal mechanisms into a cross-case analysis of patterns of variation where we lose focus on the process between the causes and outcome.\(^\text{26}\) Yet studying the process between X and Y was the very reason we would want to trace causal mechanisms in the first place. The analytical result is that the actual mechanism is ‘black-boxed’. Another way of getting 'variation' is, as Nielsen suggests, to use counterfactual thought experiments to assess the difference a mechanism makes when it is present and absent. However, this suggestion uses hypothetical 'thought experiments' as evidence, whereas in case-based tracing of mechanisms we investigating the actual empirical fingerprints that they leave in actual cases, assessing using mechanistic evidence the degree of match between predicted evidence and the facts of the case in hand in order to make inferences.\(^\text{27}\) In other words, tracing mechanisms using case-based methods like process-tracing makes inferences not by assessing difference-making by varying causes and mechanisms, but instead by assessing whether there is empirical evidence in the actual case that enables us to infer the mechanism was present.\(^\text{28}\)

The analytical value-added of tracing mechanisms-as-systems is that we both gain greater confidence in a causal relationship actually existing between X and Y because we have found empirical evidence of it in a case study, and we gain a greater understanding of how X is causally related to Y. Reaping these gains requires that the mechanism between X and Y is theorized explicitly, typically a mid-range theory that can be present within a

---

\(^{23}\) Machamer, Darden and Craver, 2000: 3.

\(^{24}\) E.g. Gerring, 2007; King, Keohane and Verba, 1994.

\(^{25}\) Gerring, 2007.


\(^{27}\) Bennett and Checkel, 2014; Waldner, 2012; AUTHOR.

\(^{28}\) Russo and Williams, 2007.
bounded population of cases. However, when we look at the literature, many scholars claim they are theorizing mechanisms but never unpack the causal process in-between X and Y.

For example, Ziblatt claims that he theorizes a 'capture' mechanism that details how landholding inequality (X) is linked to electoral fraud (Y) (2009: 12-18). However the actual causal mechanism linking with X and Y is not explicitly theorized in the article. The closest we get to the theoretical development of a causal mechanism is where he writes, ‘… they [landed elites] exert influence indirectly via the capture of rural public officials such as mayors, county commissioners, police officials, and election officials, who in turn are the actors that interfere with free and fair elections. In its most acute form, capture occurs as socioeconomic interests infiltrate the state by using their own personnel to staff the state…’ (2009: 14). While telling us something about the process between X and Y – i.e. it goes through local officials - he does not detail a causal mechanism in enough detail to trace it empirically. In particular, he tells us precious little about the actual causal process whereby landed elites are able to capture local officials. For example, what types of power resources do landed elites deploy to capture officials?

By not theorizing the mechanism more explicitly, we cannot evaluate the underlying causal logic, nor are we able to assess systematically whether there is empirical evidence that the hypothesized ‘capture’ mechanism actually worked in a given case. The evidence provided for the mechanism existing is therefore anecdotal, at best. For instance, he writes, ‘As one Landrat from Posen reported in his memoirs in 1894, “I had to join the local branch of the Agrarian League, because everyone I interact with socially – and everyone I hunt with – is a member!”’ (2009: 16). It is obvious that this piece of empirical material relates in some fashion to an underlying part of mechanism whereby landed elites can pressure local officials. But by not detailing the underlying causal mechanism, we are left unsure about basic questions such as whether social pressure is the only means whereby local officials are captured.

If we were going to trace Ziblatt’s proposed ‘capture’ mechanism, we would first want to flesh out the mechanism in more detail. This can be done by theorizing about it in terms of a series of interlocking parts linking landed elites with electoral fraud, drawing on existing theorization and empirical research to better understand each of the causal links. In figure 1 we depict a slightly revised mechanism that more explicitly describes the activities that provide the causal links in the mechanism, telling us much more about how and why capture is theorized to happen. The first part of the mechanism details the how and why process whereby local officials are captured, followed by theorizations on the process whereby captured officials influence elections, resulting in electoral fraud.
Before we turn to the other assumptions underlying case-based research in mechanisms, it is important to note that mechanisms linking causes and outcomes do not logically have to be sufficient or necessary to produce Y. While the assumption that a mechanism is sufficient to produce an outcome is found in the literature, there are no logical reasons the mechanism itself has to be necessary or sufficient in relation to the outcome. A mechanism logically cannot be causally more or less than the cause that triggers its operation. If we theorize that a cause like economic development is 'merely' a contributing cause of democratization, the causal mechanism linking the two cannot be theorized to be sufficient to produce democratization. The mechanism is merely the link, and therefore cannot be causally more important than the cause or set of causes that triggers the mechanism. This point has implications for case selection that have been overlooked in the existing literature; we return to this in the next section.

2.2. Case-based methods and determinism

The argument that case-based research builds on deterministic ontological foundations is well-established in social science methodology, but also widely misunderstood. The case selection guidelines developed in this article build on the assumption that mechanisms are deterministic at the ontological level.

Case-based research takes as its point of departure causal relationships within individual cases, whereas variance-based research builds on population-level mean causal effects in which probabilistic assumptions make most sense. Without deterministic claims being made, the study of individual cases makes little sense because if we do not find evidence of a relationship in a single case we will not know whether that was an exception to an otherwise strong cross-case relationship or not. This is why case studies play a secondary role in probabilistic, variance-based methods, acting as a means to double-check the findings of cross-case analyses of mean causal effects.

When operating with deterministic assumptions, if we find strong disconfirming mechanistic evidence in a particular case, we would not just discount this as an exception to

30 - E.g. Goertz and Mahoney, 2012; Schneider and Wagemann, 2012; Mahoney, 2008; AUTHOR.
31 - For an excellent overview of this debate, see Mahoney, 2008.
32 - This is arguably seen in Lieberman’s nested approach, where the starting point is a statistical analysis at the cross-case level.
an otherwise strong cross-case trend. Instead, we are forced to reappraise our theory of the mechanism, attempting to figure out why what we expected did not occur in the studied case, e.g. because an unknown scope condition that had to be present was not there. These 'failures' are intensely interesting for case-based research, enabling us to build better theories of mechanisms.

*Ontological* determinism does not imply that we have perfect knowledge about why things happen in the empirical world. While the social world at the ontological level can be claimed to be deterministic (i.e. things do not happen randomly), our empirics-based knowledge about why things occur will always be imperfect. *Epistemological* probabilism means that if we find disconfirming evidence of a mechanism in a case, we would only make disconfirming inferences after we have assessed transparently the level of trust we can have in the measurements being accurate. The more we can trust our empirical measures, the stronger the inferences we can make. If we cannot justify transparently that our measures are relatively accurate, we would not begin revising the theorized mechanism based on one failure.

The ontological assumption of determinism fits well with the understanding of mechanisms-as-systems, viewing mechanisms as invariant, deterministic processes that will be triggered if the cause and relevant scope conditions that allow it to function are present. Some argue that mechanisms as systems can also be probabilistically related to outcomes, but here we contend that what might empirically appear to be a probabilistic relationship is typically the product of an inadequate understanding of the scope conditions under which a given mechanism functions.

### 2.3. Causal homogeneity and the importance of context for mechanisms

Ontological determinism has the down-stream consequence that case-based research has to operate with small, bounded populations of cases that are causally homogeneous. Naturally, if we want to make inferences to a broader, more heterogeneous population, we have to hedge our bets by only making probabilistic claims, whereas we can make deterministic causal claims about small populations - as in case-based research. A causally homogeneous

---

34 - The combination of ontologically deterministic theories with epistemological probabilism is well-known in the Bayesian approach to science. See Howson and Urbach, 2006.
35 - For more, see AUTHOR.
38 - Collier and Mahoney, 1996: 68-69; Goertz, 2006: 29; Mahoney, 2007; Skocpol and Somers, 1980.
39 - Skocpol and Somers, 1980; Mahoney, 2008.
population is where the same cause (or set of causes) is linked to the same outcome through the same causal mechanism(s). If we are able to empirically demonstrate that the population of cases is causally homogeneous by using comparative, we can then make cross-case inferences from studied cases to other causally similar cases. But comparative methods by themselves do not enable causal inferences (unless they are experiments that provide difference-making evidence); here the causal inferences are enabled by the use of within-case, mechanistic evidence.

Causal homogeneity is particularly important when studying causal mechanisms between X and Y. For mechanisms to operate correctly in a case, the requisite scope conditions need to be present. Contextual (or scope) conditions are defined as the ‘…relevant aspects of a setting (analytical, temporal, spatial, or institutional) in which a set of initial conditions leads…to an outcome of a defined scope and meaning via a specified causal mechanism or set of causal mechanisms.’. The same cause in a different context can in principle be linked to the same outcome through different mechanisms, meaning there can exist equifinality at the level of mechanisms unless we can demonstrate that the population of cases is causally homogenous also with regards to contextual conditions present. For example, hypothetically economic development (X) and democratization (Y) can be linked through a number of different mechanisms, depending on the contextual conditions.

Given that we almost never have complete knowledge of the contextual conditions that enable or prevent mechanisms from being triggered, or that result in different mechanisms linking the same cause and outcome, there is a very real risk of making flawed cross-case inferences about mechanisms being present unless we both: 1) only operate with small, bounded population of cases to which we intend to infer to, and 2) always trace mechanisms in multiple cases to ensure that the mechanisms we found in one case also are present in other cases.

2.4. Case-based methods and asymmetric causation
The final assumption that has implications for case selection guidelines is that case-based tracing of mechanisms involves making asymmetric causal claims. While it is well-known that case-based research makes asymmetric claims, what is less recognized is that asymmetry becomes even more important when we are studying what causally links X and Y

40 - Falleti and Lynch, 2009; Goertz and Mahoney, 2004: 655, 660-661.
42 - Gerring, 2010; George and Bennett, 2005, Chapter 10; Falletti and Lynch, 2009.
43 - Ragin, 1987; 2000, 2008; Goertz and Mahoney, 2012.
An asymmetric causal claim could be that economic development (X) is necessary for democratization to occur (Y). Here no claims are made about whether less-developed countries (~X) are not democratic (~Y).  

When we then are interested in tracing what mechanism(s) link X and Y together, we are making strongly asymmetric claims. For example, making claims about the causal mechanism that links mutual democracy (X) with avoidance of war in crisis situations (Y) does not make any claims about what mechanisms link autocracies (~X) and war (~Y). In cases where ~Y is the outcome, we would expect very different mechanisms to produce this outcome. Therefore, it makes little sense to compare the mechanisms that produce an outcome with those that produce its negation, given that they would be very different at both the theoretical level and in their empirical manifestations.

The strong asymmetry of mechanism-based claims implies that we only operate with difference-of-kind distinctions when conceptualizing cases, meaning cases are either in the set of cases where a causal relationship is possible or not (we return to this below in more detail). Differences-of-degrees that are captured using ordinal or higher scales are either causally irrelevant in relation to the core categorical distinction included in a given concept (the kind-difference), or at worst conflate degree- and kind-differences, resulting in a causally heterogeneous population where different values have different causal properties instead of mere degree-differences in the magnitude of the causal relationship. In the rest of this article, we only operate with categorical in/out distinctions that capture the causally relevant differences-of-kind in concepts.

3. Case selection only after a causally homogeneous population of cases is mapped

Selecting appropriate cases requires some form of prior cross-case knowledge of the population of the given theoretical relationship. As discussed above, key to our ability to infer that the causal relationships we found in the single case are present in other similar cases is that we can justify that the set of cases we are working with is causally homogeneous through the use of comparative methods. Therefore, we have to produce a mapping of the population in terms of what cases are members of the set of X, Y and the theorized contextual conditions

44 - Ragin, 2008: 15.
45 - Rohlfing, 2014.
46 - Michell, 2011.
47 - Collier and Mahoney, 1996; Skocpol and Summers, 1980; Ragin, 1987; George and Bennett, 2005: 164; Tarrow, 2010.
that enable the relationship to occur, and that plausibly result in the same mechanism linking X and Y within the population.\textsuperscript{48}

This mapping is depicted in figure 2, where cases are divided into four quadrants depending on whether they are members of X and the hypothesized contextual conditions, and/or Y, resulting in four types of cases. In quadrant I are ‘typical’ cases, understood as the cases where a priori we can expect the theorized X\textsuperscript{->}Y relationship through the theorized mechanism to be present. Quadrant II and IV are two different types of deviant cases; quadrant II where X and/or the required contextual conditions are not present but Y is, and quadrant IV where X and contextual conditions are present but Y is not.\textsuperscript{49} Cases in quadrant II are useful for finding new causes of the outcome other than X, whereas cases in quadrant IV are useful for detecting omitted causal and/or contextual conditions. Cases in quadrant III are analytically irrelevant when analyzing asymmetric causal claims.\textsuperscript{50}

\textsuperscript{48} For more on how to map populations, see Collier and Mahoney, 1996; Rohlfing, 2012 and AUTHOR.
\textsuperscript{49} Note here that we might find an omitted contextual condition by studying a deviant case in quadrant IV. We would then add this to the list of contextual conditions included in the figure, meaning that the deviant case would be reclassified as being in quadrant III because it lacks the newly found contextual condition that was required.
\textsuperscript{50} For more on this type of case and the debate about them, see Seawright, 2002; Goertz and Mahoney, 2004; Rohlfing, 2012.
\textsuperscript{51} Ragin, 2008; Schneider and Wagemann, 2012: 33–40; AUTHOR.
instance, if case 4 was actually in quadrant IV but we believed it was in quadrant I, our case study would have led us to downgrade our confidence in their being a causal mechanism linking X and Y together, which would have been a flawed inference.

Disregarding cases in quadrant III as analytically irrelevant clashes with most existing case selection guidelines. According to Lieberman, we should select cases for in-depth study based on the size of their residuals in relation to a regression-based analysis of X:Y correlations.52 Gerring and Seawright make similar claims, defining typical cases of a given X:Y relationship as regression on-liers.53 Yet these guidelines are only relevant when investigating the magnitude of causal effects, where variation is key to our ability to make inferences.54 In terms of figure 2 above, we can imagine a regression line running from case 1 to 12. Following these guidelines, cases 1, 2 and 3 would also be close to the regression line, making them candidate cases. However, what would tracing non-existent mechanisms in case 1 tell us about causal process in cases where the mechanism was present? If we are studying mechanisms linking mutual democracy (X) to avoidance of war (Y), tracing a mechanism in a case where two near democracies (~X) went to war (~Y) would shed light on mechanisms that lead to war, but not that link X with Y. Studying 'near misses' and negative cases can provide important information about contextual conditions, but they tell us nothing about the actual mechanisms and how they work in positive, typical cases.

4. Mechanism-centered designs – select only typical cases from quadrant I

When our research goal is to make strong within-case inferences about whether X is linked with Y, and/or shedding light on how X is linked with Y, we trace mechanisms only in cases where they can in theory be present. This means in terms of figure 2 that we only select typical cases in quadrant I that are members of both X, Y and the required contextual conditions (cases 4 to 12). We argue that typical cases are the only type of case where it makes sense to test whether a hypothesized causal mechanism was present, or build a theory about the mechanism linking X and Y, irrespective of whether one theorizes that X is a sufficient condition or not.

When X (or a conjunction of X’s) is theorized to be sufficient, we are restricted to choosing cases within quadrant I based on the argument ‘why should we investigate whether a mechanism is present linking X and Y when we know a priori based on values of X and Y

52 - Lieberman, 2005: 444.
53 - 2007: 89.
that it is *not* present? If X is sufficient, we would know beforehand that no mechanism linked X with Y in case 13. The situation is slightly more complex when X is not a sufficient cause of Y. Here a mechanism can in principle be present in deviant cases in quadrant IV. X and the mechanism can *in theory* be present, but given that X is not sufficient but is either necessary or merely a contributing cause, Y has not occurred due to the lack of other relevant causal conditions that together produce the outcome with X.

However, despite this complication, we contend that we should still only choose typical cases within quadrant I even when X is not theorized as a sufficient cause. The reasoning is as follows. Selecting a case within quadrant IV to trace a mechanism from X to Y is not an analytically wise strategy given that there are three logical possibilities: 1) the mechanism is not present in the case because there is no causal relationship between X and Y, 2) the mechanism is not present because of omitted contextual conditions, or 3) the mechanism is present but X is not sufficient to produce Y. If we are testing a theorized mechanism between X and Y, situations 1 and 3 would tell us something about the mechanism and the causal relationship. In contrast, situation 2 would tell us nothing about how the mechanism itself works, or whether it is actually present when it should be present in theory. The problem is that we do not know before we have studied a case whether we are in situation 1, 2 or 3 – and given that situation 2 tells us nothing about the mechanism itself as it is not present - a safer strategy when focusing on mechanisms is to only select cases where we expect that the mechanism could *in principle* be present. However, deviant cases within quadrant IV do have important uses when our research is more focused on revising theories (condition-centered). We return to this below.

While not depicted in figure 2, all cases within zone I are theorized to be in the set of relevant contextual conditions. When we are uncertain about what contextual conditions have to be present for a given mechanism, we should start by selecting a case where as many possible contextual conditions are present. If we then find the mechanism in this case, we cannot automatically infer to other cases where fewer of the contextual conditions are present. We would then want to study another case with fewer contextual conditions, gradually becoming more confident about what conditions have to be present for the mechanism to function through repeated case studies.

Typical cases can be used to either test or build theories of causal mechanisms linking X and Y. When we are testing whether there is mechanistic evidence suggesting that a

55 - While this guidance is similar to what Tarrow terms 'progressively testing scope conditions' (2010: 251), here we are talking about within-case analysis that trace mechanisms instead of using paired comparisons as a research strategy.

56 - Rohlfing, 2012: 200-211.
mechanism actually exists between X and Y, we deduce a theory from the existing literature and then test whether there is evidence that a hypothesized causal mechanism is actually present in a given typical case. An example is Owen’s work on the democratic peace,\textsuperscript{57} where the analytical ambition is to test whether the observable implications of the existence of a more general, parsimonious theorized causal mechanism linking democracy and peace are present in a set of parallel single case studies, comparing the predictions of what evidence he should find with the evidence he actually finds in the empirical record.

When we are in the dark regarding a plausible mechanism between X and Y we use a more theory-building variant of mechanism-centered design, where the ambition is to build a theoretical mechanism from the empirical evidence of a particular case, inferring that a more general causal mechanism exists that should also be found in the population of the phenomenon. In its purest form, theory-building starts with empirical material found in a typical case and uses a structured analysis of it to detect the observable manifestations of a plausible causal mechanism whereby X is linked with Y. An example is Janis’ work,\textsuperscript{58} where he utilizes a typical case to start building a theorized mechanism that links small group dynamics with premature consensus through a groupthink mechanism. The first case chosen to build the theorized mechanism is the Bay of Pigs fiasco in 1961, where the ‘best and the brightest’ policy-making group in the early Kennedy administration decided to support an intervention that was doomed to fail from the start due to the faulty assumptions underlying the decision.\textsuperscript{59}

\textbf{4.1. Do we need to control for other causes when selecting typical cases?}

Variance-based scholars question whether we can make within-case inferences about mechanisms when we do not control for other causes by selecting cases in which only one potential cause is present. Gerring and Seawright write that, ‘…researchers are well advised to focus on a case where the causal effect of one factor can be isolated from other potentially confounding factors.’ \textsuperscript{60} They term this type of case a 'pathway case'. Schneider and Rohlfing draw on this guidance in their discussion of case selection for process-tracing when they state that we should choose 'unique set' cases, where we ‘…focus on one term … to unravel the

\textsuperscript{57} - Owen, 1997.
\textsuperscript{58} - Janis, 1983.
\textsuperscript{59} - Janis, 1983.
\textsuperscript{60} - 2007: 122.
mechanism through which it contributes to the outcome in the case under study.’. Goertz writes that one should avoid cases that exemplify multiple causal mechanisms.

Our argument is that while the logic of controlling for other potential causal conditions is relevant for variance-based designs aimed at assessing probabilistic claims about the mean causal effects of individual causes at the population level (i.e. evidence of difference-making), it is not relevant for the study of mechanisms in case-based research because process-tracing offers us analytical tools that can enable us to control for other causes working at the empirical level. When evaluating empirical evidence of the workings of parts of mechanisms using process-tracing, we assess whether the particular piece of evidence is theoretically unique, or whether finding it is just as plausible with other explanations (be they competing theories, or case-specific factors). If finding the particular piece of evidence is just as plausible with alternative explanations, then no confirming causal inferences based on it are possible. Control for other causes occurs therefore at the level of evidence within a case, which matches with the level of our causal inferences being made (within-case).

The difference between case-based and variance-based principles of case selection are most pronounced when dealing with potential overdetermination, defined as multiple sufficient causes being present in a case. If there is overdetermination in a given case, variance-based designs are unable to disentangle which cause actually produced the outcome because there are more than one possible cause of difference, making control for other causes through case selection even more important. However, overdetermination is not a serious problem when studying mechanisms-as-systems because we can isolate the workings of individual mechanisms empirically from each other through our evaluation of the theoretical uniqueness of each piece of mechanistic evidence, asking whether finding the evidence can be accounted for with any other plausible explanation. Basically, we should expect to find when we operate at the level of within-case mechanistic evidence that different causes will be linked to outcomes through different mechanisms that would leave empirical fingerprints that can be distinguished from each other. Therefore, choosing a case where both X1 and another potentially sufficient cause X2 are both present should not matter because we can distinguish empirically the workings of the two causes and their mechanisms from each other.

For example, using the classic example from the philosophy of science, a person found dead after wandering in the desert. It is found that there was poison in the person’s canteen, but there was also a hole in the canteen. In this instance, both poison (X1) and thirst (X2) are
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61 - 2013: 8.
63 - Note that this builds on van Evera’s original distinction between certainty and uniqueness (1997), which have later been linked with Bayesian logic and updating (Bennett, 2008a; 2014; AUTHOR).
potentially sufficient causes, but only one can actually have had a causal relationship with the outcome, i.e. he either died of poisoning or dehydration. However, overdetermination at the theoretical level does not mean that we cannot figure out why the man in the desert died in practice. This is because we can distinguish at the empirical evidence level between the fingerprints that causes X1 and X2 would leave. For example, we would expect to find poor skin turgor, tinting of skin, sunken eyes, and/or dry galea and dry organ surfaces if the man died of dehydration (Madea and Lachenmeier, 2005), whereas poisoning by cyanide could be detected as increased levels of cyanide in the blood if the autopsy is conducted relatively quickly after death (Musshoff et al, 2002).

A natural counterargument would be to claim that parts of mechanisms in the social sciences often do not leave theoretically unique empirical evidence. However, we claim that we should not throw in the towel, but instead we should expend more effort on creatively developing as many potential observables as possible in order to uncover some that have a degree of uniqueness. Additionally, while one piece of evidence might not be very unique, when independent pieces are combined, they can together become quite unique (Bennett, 2014). Together they can form a ‘signature’ that is quite unique to one particular part of a mechanism at the empirical level.

Systematically selecting pathway cases where only X1 is present also has the downside that it reduces even the population of potential cases that can be inferred to afterwards. Given the sensitivity of mechanisms to context, there is a risk that X1 is linked to Y through M1 in cases where only X1 is present, whereas in cases where X1 and X2 are present, X1 is linked to Y through M2. This situation is depicted in figure 3. If we follow Gerring and Seawright’s advice, after studying a pathway case (X1, Y, ~X2) we would only be able to infer to other cases where only X1 and Y are present instead of the full population. We suggest if there are significant concerns about the potential impact of X2 on which mechanism is working that we engage in a two-step process where we first select two cases for tracing mechanisms where X1 and Y are present but not X2, followed by two cases where X1 and X2 are present in order to assess whether the presence of other causes impacts on which mechanism works.

4.2. Should we select typical cases that are most- or least-likely?
Within the set of typical cases, one could argue that depending on prior confidence in a mechanism being present, one should select most- or least-likely cases. Unfortunately, the
logic of most/least-likely cases is not compatible with deterministic claims in case-based research. Selecting most/least-likely cases is a long-standing qualitative practice that goes back at least to Eckstein in the mid-1970s. The basic logic is Bayesian-inspired, where the argument is that finding a relationship where one least expects it enables one to infer across cases that it should therefore be everywhere (least-likely), and vice versa. However, while intuitively pleasing, the logic both conflates theoretical and empirical likelihood, and also within-case and cross-case likelihoods in ways that are not compatible with the underlying ontological assumptions about the nature of causality in case-based research. These problems lead us to suggest dropping the distinction between ‘most’ and ‘least’ likely when selecting cases in case-based research because it is a vestige of variance-based designs. Instead, we should use a logic that is in alignment with the assumptions about deterministic and asymmetric causation underlying case-based research, focusing only on ‘typical’ cases without any causally irrelevant distinctions.

Before we proceed, it is important to note that there are a variety of different ways in which most- and least-likely cases have been defined in the literature (see table 1). Common to most definitions is the idea that a most-likely case is one where other causal conditions except the X in focus suggests that Y should occur but it does not, implying that we can disconfirm X being a cause across the population. A least-likely case is where other causal conditions except X point in the direction of Y not occurring but it does, enabling us to infer that given that it occurred where we least expected it, it should also occur in more probable places. It is vital to note that the likelihood of a causal relationship occurring in a case is based on theoretical reasons, i.e. contextual conditions that are more/less conducive determine the likelihood of the causal relationship occurring. As can also be seen in the table, there is also a variety of ways in which cases are scored, either by scores on causal conditions and outcomes [variables] (or changes therein, e.g. Eckstein), or based on the assumptions of theories. We have also included Schneider and Rohlfing’s definition of ‘most-typical’ case given that is similar to a most-likely case but is understood in more set-theoretic terms.

>> INSERT TABLE 1 HERE <<

The most serious problem with most/least-likely logic is that it conflates theoretical (ontological) and empirical (epistemological) likelihood. The use of the term likelihood in relation to causation requires a probabilistic ontological understanding of causation, where ‘a
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64 - Eckstein, 1975.
cause raises the probability of an event occurring’. Causal relationships are more likely in more conducive circumstances (more contextual conditions present), and less likely in less conducive (contextual conditions mostly absent). However, this type of ontological probabilism is not compatible with case-based designs. In case-based research we want to produce explanations that can account for what happened in particular cases instead of just producing theoretical odds for whether something might occur. In a deterministic understanding of causation, if a sufficient cause is present along with the requisite contextual conditions, the outcome will occur. Any case that fulfils these conditions should demonstrate the relationship, meaning that logically the relationship is not more or less likely in any particular case.

Understood in deterministic and asymmetric causal terms, the relevant distinction is therefore not most/least-likely but simply possible and not possible. If an outcome occurs when we did not theoretically expect it (a least-likely case), this should result in revision of the theory about what contextual factors matter instead of us making a strong cross-case inference that the relationship is present across the population!

Second, and related, case studies produce within-case mechanistic evidence, updating our confidence in a causal relationship being present within a single case. Inferring beyond the studied case to the rest of the population requires that the chosen case is causally similar to the rest of the typical cases. However, given the large differences in the contextual conditions present in least-likely, most-likely cases, and more 'normal' typical cases, and given the sensitivity of causal processes to contextual conditions that are typically assumed in case-based research, we should expect the different types of cases to exhibit high degrees of causal heterogeneity. This means that we cannot just infer that because we found a relationship in a least-likely case that it should also be present in other, dissimilar cases throughout the population.

Schneider and Rohfling (2013) have developed a definition of most-likely cases that is more compatible with asymmetric causation. They suggest that causal relationships are easier to study when both X and Y are strongly present (high set membership scores). Yet this assumes a 'more-is-better' logic in the theory we are studying in relation to whether it is empirically observable, and assumes that degree-differences make the causal effect of causes stronger. First, on an empirical level, using an analogy, if the outcome is fire, the outcome would have higher values the more fuel is present, and given that more fire is more observable, other things equal, it would also be easier to study empirically up to the point

---

where the fire gets so big that you would be scorched. And at the theoretical level, if \( X \) is theorized to be necessary, it is necessary in a case when the cause and requisite contextual conditions are present in the case; a cause cannot be 'more' or 'less' necessary.

Concluding, most/least-likely logic conflates ontological and epistemological probabilism, and within-case and cross-case evidence in ways that are impossible to untangle. We therefore recommend the use of the term ‘typical’ case without any qualifications about likelihood, referring to cases where the theorized causal relationship is possible because both \( X \), \( Y \) and the requisite contextual conditions for it to occur are present.

At the same time, we do recommend thinking about whether one has access to empirical material or not when selecting typical cases, and the chosen case is one where the mechanism might actually have left empirical fingerprints that can be observed. In some cases, the mechanism might leave very distinct and unique traces that enable strong within-case inferences to be made, whereas in others the data-generating processes might leave few traces. For example, bureaucratic politic mechanisms might leave few traces in a highly oral context, whereas in a context where extensive written records are kept, it might be easier to study. Second, accessibility concerns are also important. If we do not speak Spanish, it might be difficult to interview civil servants in Costa Rica, meaning we probably would not select it as a case unless we have no alternative. Similarly, studying elite decision-making is easier when archives are declassified, other things equal. Given that tracing mechanisms is very data-demanding, selecting typical cases that are expected to be data-rich is a wise strategy.

4.3. Inferring from the studied typical case to other typical cases

What types of inferences are possible if we find confirming mechanistic evidence of a causal mechanism operating in one typical case? Existing case selection guidelines suggest that one case can be enough to make a cross-case inference to other cases. Lieberman writes that in testing a theory using a case study, ‘…if one or more intensive case studies can demonstrate the validity of the theoretical model – which had already passed muster in the LNA – by plausibly linking cause to effect in the expected manner, then the nested analysis provides ringing support for the model (End analysis I…’). In the flow-chart illustrating his case selection strategy, if one finds support in the single case study, he suggests we can end our analysis. Similarly, Schneider and Rohlfing in their flowchart state that if a theory is

\[\text{---}\]

confirmed using a single case study we can end our analysis, enabling us to infer that the found mechanism is also present in other cases that are members of X and Y.\textsuperscript{67}

In case-based tracing of mechanisms, given the sensitivity of mechanisms to context, we would be averse to making any cross-case claims about similar mechanisms being present in similar cases to the studied unless we can demonstrate transparently that the population of other typical cases is causally homogenous, meaning the same cause should be linked to the same mechanism and outcome because similar sets of contextual and causal conditions are present in the other cases. Unless we can provide strong evidence of causal homogeneity, which is very difficult given that we often have imperfect knowledge of contextual conditions, the best solution is to trace mechanisms in multiple typical cases. Finding mechanistic evidence of a causal mechanism between X and Y in case 5 in figure 2 (above) does not necessarily mean that the same causal mechanism links X and Y in case 7. If we find that economic development contributed to produce democracy in the South Korean case through a middle-class mechanism, this does not necessarily mean that economic development contributed to producing democracy in Taiwan through the same causal mechanism.

This implies that we should never be content with a one-shot case study of mechanisms, but in contrast to existing case selection guidelines, we should always select two or more typical cases within quadrant I. If we can muster strong evidence that the population of typical cases is (relatively) causally homogeneous, we can make cross-case inferences more confidently based on fewer cases, other things equal. If on the other hand we are not able to provide strong evidence of homogeneity – usually because the population is larger (i.e. more than a handful of cases) – we then need to trace mechanisms in more typical cases to be confident about the same mechanism linking X and Y within quadrant I. Note that we will never be 100\% certain when we try to transfer our findings from the single case to similar cases in the population; our confidence in the external validity of our within-case findings is a function of the strength of the evidence we can transparently provide in the degree of causal homogeneity of the bounded population, in particular whether there are similar contextual conditions. Unfortunately there is always a trade-off between internal and external validity. Selecting more cases enables us to be more confident about the external validity of our

\textsuperscript{67} - 2013: 561. While they later in the article do suggest one can engage in multiple case studies of typical cases to bolster confidence that the mechanisms operating are the same across cases, they do not require this (see their flowchart). Further, they suggest that when selecting multiple cases one selects one that has maximum scores on X and Y, and another that has minimum within the sets of X and Y. As we will explain later, selecting this type of ‘least-likely’ case with low scores on X and Y involves a high risk of selecting cases that are not actually members of one or more causal conditions.
findings because we have studied a higher ratio of cases in the population but it would result in the mechanistic evidence to be used being more superficial (lower internal validity). However, tracing mechanisms using in-depth case studies requires considerable analytical effort to make strong within-case inferences (i.e. high internal validity), and therefore in most research situations we can only employ two or three process-tracing case studies. Yet by selecting so few cases, our ability to make stronger cross-case inferences (external validity) is impaired. Therefore we are forced to choose between stronger internal and external validity; but when push-comes-to-shove case-based researchers usually opt for the former.

If we are not able to detect a causal mechanism between X and Y in a typical case after numerous repeated attempts, there can be two reasons for this: 1) either the case is idiosyncratic, or 2) there is no causal relationship. To determine which of the two is correct requires comparing the chosen case with what we know about other typical cases, assessing the values of the case and other typical cases both on X, Y, contextual conditions, and a range of other potential causal conditions. In particular, this comparison can shed light on the contextual conditions for the functioning of the mechanism, enabling us to assess whether the bounds of the population have been set properly. This procedure is the same as used when comparing deviant cases in quadrant IV with typical cases in order to detect omitted conditions (we discuss this more below in section 5). However, if we cannot detect any significant differences between the chosen case and other typical cases in the population, we can make the cautious inference that there is not a causal relationship between X and Y. We would conclude that while there is a correlation between X and Y, there is no underlying causal mechanism linking the two, meaning that the postulated causal relationship is spurious.

5. Condition-centered designs

Tracing mechanisms in deviant cases can also help us revise theories about causal conditions. It is however important to note that tracing mechanisms does not stand-alone in this type of design; indeed the analytical heavy-lifting in condition-centered designs is done by systematically comparing a deviant with a typical case (see below under deviant cases in quadrant IV) in what can be thought of as a ‘paired comparison’.  

In condition-centered designs we only select deviant cases. Deviant cases come in two forms: 1) cases within quadrant II, where Y is present but existing causes are not present
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68 - Tarrow, 2010. However, in contrast to Tarrow, we detail in the following the role that process-tracing of mechanisms plays in conjunction with a systematic paired comparison, whereas Tarrow contends that a paired comparison enables confirming inferences by itself based on it being an approximation of a randomized experiment (p. 244).
(deviant case new cause); and 2) cases within quadrant IV, where X is present but Y is not present (deviant case omitted conditions). Deviant cases within quadrant II are used to find new causal conditions that have been overlooked in the literature, whereas deviant cases within quadrant IV help us detect omitted causal and/or contextual conditions in an existing X→Y causal relationship.

5.1. Deviant cases in quadrant II – Finding new causes (or mission impossible?)
Cases within quadrant II are deviant cases where existing causal theories (X) are unable to account for the outcome (Y is present). This type of deviant case can be used to find new causes of the outcome, although we are much more skeptical about whether tracing mechanisms is the most efficient methodological tool for these purposes, in contrast to the arguments found in the existing literature.69

The basic idea is that one traces backwards from the occurrence of the outcome to find a new cause. But it is far from straightforward what one is actually tracing under these circumstances. Existing suggestions that we engage in backwards-tracing using case studies builds on an understanding of mechanisms that sees them as mere events. Yet tracing ‘events’ is not the same thing as tracing causal mechanisms that can be understood as theoretical systems that can be found in multiple cases. And if we have no idea about the cause (X), we also have no clue about the mechanism(s) linking the mystery cause with the outcome, meaning that we are in effect blindly groping in the dark after a cause. We therefore claim that a comparative design or a congruence case study would be a much more efficient analytical first-step in detecting new causes.70 For example, we might compare systematically two cases that are similar in all aspects except the occurrence of the outcome (Y, ~Y). We would then want to know what new, undiscovered X is different between the two cases. After having found this using a paired comparison, it would be possible to engage in a form of in-depth case study that focuses on this new candidate cause, attempting to discern whether the new condition is actually causally related to Y.

5.2. Deviant cases in quadrant IV – why does the causal mechanism between X and Y not work in the case?
Cases within zone IV have two different purposes depending on whether one is theorizing that X is a sufficient cause for Y, or that X is merely a contributing cause. The following offers the

70 - See AUTHOR.
first set of comprehensive guidelines that illustrate how we combine comparative and within-case methods to uncover omitted causal or contextual conditions.  

If we theorize that X is a sufficient cause of Y, deviant cases where X is present but where Y is not present are useful to investigate the contextual conditions that have to be present to trigger the mechanism that will produce Y. If X is not theorized as a sufficient cause, deviant cases within quadrant IV can be used to detect omitted causal conditions that together with X would be sufficient to produce Y. 

In both instances we only employ this type of design after we have positive results when tracing a mechanism in one or several typical cases within quadrant I. The argument here is that there is no reason to investigate mechanism breakdown before we are more confident about the actual existence of a mechanism linking X and Y in one or more typical cases. However, once we are confident about what is going on in typical cases, investigating this type of deviant case is very important for developing better causal theories. Using an analogy, once we are certain about the mechanisms that enable airplanes to fly, we would want to investigate accidents to develop a better understanding of the contextual conditions under which planes can fly safely. 

The within-case component of a condition-centered design involves tracing a mechanism using in-depth process-tracing in a deviant case until the mechanism breaks down in the case. We want to uncover when and why the mechanism failed. Existing theories of causal mechanisms that were either built or tested on typical cases within quadrant I provide the foundation for the tracing in deviant cases until mechanism breakdown. Finding out when and why a mechanism breaks down gives us clues about omitted contextual or causal conditions, although to repeat, the tracing component here is auxiliary, and the main analytical method is a systematic paired comparison of the deviant case with a typical case. 

A condition-centered design therefore relies on an analytical two-step, where we use a deviant case first to trace where and why the theorized mechanism breaks down. We then use these insights to inform a pairwise comparison of the deviant and typical case to uncover omitted causal and/or contextual conditions. Using as a hypothetical example research focused on studying links between economic development (X) and democratization (Y) through some form of ‘middle-class’ mechanism that details a causal mechanism whereby the growth of the middle-class spurs democratization, we might find in a deviant case like Poland
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71 - While Schneider and Rohlfing (2013) do discuss designs that compare a typical case and a deviant case in zone IV, they do not offer guidance on how the comparative and within-case methods are combined, nor do they offer any guidance when we do not theorize that X is necessary or sufficient, but is just causally related to Y. Tarrow (2010) offers no guidance on how to combine paired comparisons and within-case tracing of mechanisms.

that while a middle-class was produced by economic growth (X), the next part of the mechanism was not present, with demands for democratization instead coming from elite actors. We would then compare the single deviant case (Poland) with what we know more broadly about other typical cases in the population where we know the middle-class mechanism functioned as expected (e.g. South Korea) to uncover whether there is a missing causal or contextual condition that can explain why the mechanism did not work as predicted in the deviant case. Here we might find that when parallel state-building processes were underway as in Poland, the middle-class mechanism did not function properly, suggesting that lack of parallel state-building processes is an important contextual condition in which economic development (X) is linked to democratization (Y) through a middle-class causal mechanism. Poland would also then be reclassified as a case outside of the relevant contextual conditions, moving into quadrant III. After we have found an omitted contextual or causal condition, we would have to reclassify our cases, with previously deviant cases becoming irrelevant (they are moved to zone III), as they lack a causal condition that has to be present for Y to occur (sufficiency), or lack a contextual condition that enables the mechanism to function properly.

6. Conclusions

This article has argued that existing selection guidelines build on methodological assumptions that are not compatible with the study of mechanisms-as-systems using case-based designs. Existing guidelines therefore result in the selection of inappropriate cases, or too few cases, resulting in flawed inferences being made.

Section 2 explored the assumptions underlying in-depth tracing of mechanisms, including viewing mechanisms-as-systems, determinism, the importance of causal homogeneity, and causal asymmetry. Together, these four ontological assumptions imply very different case selection strategies than those that are appropriate in variance-based designs where control for causes at the cross-case level is the primary purpose of case selection.

Section 3 introduced the argument that we cannot select appropriate cases unless we have mapped the population of potential cases. Four types of cases were developed: 1) typical cases where both a cause (or set of causes), the requisite contextual conditions for the cause(s) to be linked to an outcome through a particular causal mechanism, 2) deviant cases where the cause is absent but the outcome is present, 3) deviant cases where the outcome is absent but the cause is present, and 4) analytically irrelevant cases. Ensuring causal homogeneity in the population of typical cases is especially important when studying mechanisms, as for instance
the same causes can be linked to the same outcome through different mechanisms depending on context.

Section 4 developed case selection guidelines for research focused on the mechanisms linking causes with outcomes. Here only typical cases are selected. Given that there often is uncertainty about what contextual conditions are required, we suggested starting with a case where as many potential contextual conditions are present as possible in order to detect whether there is a mechanism linking X and Y. If we find the mechanism in this case, we would then want to trace the mechanism again in a typical case that has fewer potential contextual conditions present. If we have found the same mechanism across two or three different typical cases, we can then infer cautiously to the rest of the population of cases in quadrant I about X and Y being causally related through the found mechanism. Note we do not want to select cases close to qualitative thresholds because there often is ambiguity about the exact placement of the threshold in practical research situations. It is also important to note that selecting typical cases for tracing mechanisms is not just cherry-picking confirming cases. Instead, it involves testing/building theories of mechanisms in cases where it is possible they can exist. One does not go moose hunting in Manhattan. If one wants to have any chance of shooting a moose, one should go hunting where they can in principle be present, such as the backwoods of Alaska or Maine.

Condition-centered designs were discussed in section 5. Here tracing mechanisms plays an adjunct role. We suggested that, in contrast to existing guidelines, there is little reason to select deviant cases in quadrant II (detecting a new cause) given the extreme difficulty in tracing a mechanism when we have no idea what we are looking for. Instead, we contend that one gets much more analytical bang-for-the-buck if one utilizes either comparative tests or weaker, congruence case studies to search for new causes.

Deviant cases in quadrant IV are intensely interesting because they shed light on omitted contextual or scope conditions that have to be present for a mechanism to work. Tracing mechanisms until they breakdown sheds light on what went wrong, giving us clues for example about potential omitted contextual conditions that have to be present for the mechanism to work properly. The results of the tracing until breakdown case study sheds light on which factors we would want to focus our attention in a pairwise, systematic comparison of the deviant case with a typical case to detect either omitted causal or contextual conditions.
References


AUTHOR


Mahoney, James. 2007. “Qualitative Methodology and Comparative Politics.” *Comparative Political Studies* 40(2): 122-144.


