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We define a compilation scheme for a constructor-based strongly-sequential graph rewriting system which shortcuts some needed steps. The result of this compilation is another constructor-based graph rewriting system that is normalizing for the original system when using an innermost strategy. We then modify the resulting rewrite system in a way that avoids totally or partially the construction of the \textit{contracta} of some needed steps of a computation. The resulting rewrite system can be easily implemented by eager functions in a variety of programming languages. When computing normal forms in this way, both memory consumption and execution time are reduced compared to ordinary rewriting computations in the original system.

1 Introduction

Rewrite systems are models of computations that specify the actions, but not the control. The object of a computation is a graph referred to as an \textit{expression}. The actions are encoded by rules that define how to replace (rewrite) one expression with another. The goal of a computation is to reach an expression, called a \textit{normal form}, that cannot be further rewritten.

The rewrite system does not tell which subexpression of an expression object of a computation should be replaced, and its replacement, to reach the goal. As an example, consider the rewrite system (1). The syntax is Curry [8].

\begin{align}
\text{loop} &= \text{loop} \\
\text{snd} \ (\_, y) &= y
\end{align}

(1)

A computation of \text{snd} (\text{loop}, 0) terminates with 0 if the second rule of (1) is applied, but goes on forever without making any progress if only the first rule is applied.

A \textit{strategy} is a policy or algorithm that in a computation defines both which subexpression should be replaced and its replacement. The intended goal of a strategy is to efficiently produce a normal form, when it exists, of an expression. A practical strategy, called \textit{needed}, is known for the class of the strongly sequential term rewriting systems [10]. This strategy relies on the fact that in every reducible term \(e\) there exists a \textit{redex}, called \textit{needed} as well, that is reduced in any computation of \(e\) to a normal form.

The needed strategy is defined and implemented as follows: given an expression \(e\), while \(e\) is reducible, reduce an arbitrarily chosen, needed redex of \(e\). In the systems considered in this paper, finding a needed redex is easy without look-ahead [3]. This strategy is normalizing: if an expression \(e\) has a normal form, the above loop will terminate with that normal form. This strategy is also optimal in the number of reduced redexes for graph (not term) rewriting.

The above outline shows that implementing a needed strategy is a relatively straightforward task. Surprisingly, however, it is possible to shortcut some of the needed steps in the computation. This paper shows how this shortcutting can be introduced into an implementation of a needed strategy.
2 Compilation

We define a constructor-based graph rewriting system $R$ in the customary way \[6\]. An expression is a single-rooted, directed, acyclic graph \[6\, Def. 2\]. $R$ is inductively sequential, i.e., the rules of every defined operation of $R$ are organized in a definitional tree \[1\]. The inductively sequential systems are the intersection \[9\] of the strongly sequential systems \[10\] and the constructor-based systems \[13\].

For simplicity and abstraction, we present the rewrite system, $C_R$, of $R$ as a constructor-based graph rewriting system as well. $C_R$ has only two operations called head and norm, denoted $H$ and $N$, respectively. The constructors symbols of $C_R$ are all and only the symbols of $R$.

Operation $H$ is defined piecemeal for each operation of $R$. Each operation of $R$ contributes a number of rules dispatched by pattern matching with top to bottom priority as in common functional languages. The rules of $H$ contributed by an operation with definitional tree $T$ are generated by the procedure compile defined below. The intent of $H$ is to take an expression of $R$ rooted by an operation and derive an expression of $R$ rooted by a constructor by performing only needed steps.

\begin{verbatim}
compile $T$
case $T$ of
  when branch($\pi,o,T$) then
    $\forall T_i \in T$ compile $T_i$
    output “$H(\{$$\pi$$\}) = H(\{$$\pi$$|H($$\pi$$)$|o$$\})$$”
  when rule($\pi,l \rightarrow r$) then
    case $r$ of
      when operation-rooted then
        output “$H(\{$$l$$\}) = H(\{$$r$$\})$$”
      when constructor-rooted then
        output “$H(\{$$l$$\}) = \{$$r$$\}$$”
      when variable then
        for each constructor $c/n$ of the sort of $r$
          let $l' \rightarrow r' = (l \rightarrow r)[c(x_1,\ldots,x_n)/r]
          output “$H(\{$$l'$$\}) = \{$$r'$$\}$$”
        output “$H(\{$$l$$\}) = H(\{$$r$$\})$$”
      when exempt($\pi$) then
        output “$H(\{$$\pi$$\}) = abort”
\end{verbatim}

The expression “$\{x\}$” embedded in a string denotes interpolation as in modern programming languages, i.e., the argument $x$ is replaced by a string representation of its value.

The loop at statement 12 is for collapsing rules, i.e., rules whose right-hand side is a variable. When this variable matches an expression rooted by a constructor of $R$, no further application of $H$ is required. Otherwise, $H$ is applied to the contractum. Symbol “abort” is not considered an element of the signature of $C_R$. If any redex is reduced to “abort”, the computation is aborted since it can be proved that the expression object of the computation has no constructor normal form.

For example, consider the rules defining the operation that concatenates two lists, denoted by the infix identifier “++”:

\begin{verbatim}
[] ++ y = y
(x:xs) ++ y = x:(xs ++ y)
\end{verbatim}

The definitional tree of “++”, see \[3\, p. 14\], consists of a single branch where the first argument of “++”
is the inductive variable and the children are the two rules. Applying procedure compile to this tree produces the following output:

\[
\begin{align*}
H([]++[]) &= [] & \text{compile line #14} \\
H([++]([y:]ys)) &= ([y:]ys) & \text{compile line #14} \\
H([++]y) &= H(y) & \text{compile line #15} \\
H((x:xs)++]y) &= x:(xs++]y) & \text{compile line #10} \\
H(x++]y) &= H(H(x++)y) & \text{compile line #04}
\end{align*}
\]

Operation \(N\) of the rewrite system is defined by one rule for each symbol of \(R\). In the following metarules, \(c\) stands for a constructor or arity \(m\) of \(R\), \(f\) stands for an operation or arity \(n\) of \(R\), and \(x_i\) is a fresh variable for every \(i\).

\[
\begin{align*}
N(c(x_1, \ldots x_m)) &= c(N(x_1), \ldots N(x_m)) \\
N(f(x_1, \ldots x_n)) &= N(H(f(x_1, \ldots x_n)))
\end{align*}
\]

For example, the rules of \(N\) for the list constructors and the operation “++” defined earlier are:

\[
\begin{align*}
N([]) &= [] \\
N(x:xs) &= N(x):N(xs) \\
N(x++]y) &= N(H(x++)y)
\end{align*}
\]

The rewrite system \(C_R\) consists of the \(H\) rules generated by procedure compile for the operations of \(R\) and the \(N\) rules generated according to (5) for all the symbols of \(R\).

Let \(\varepsilon\) be the function that takes an expression \(t\) of \(C_R\) and “erases” from \(t\) every occurrence of \(N\) and \(H\) thus producing an expression of \(R\). Let \(\rightarrow^*\) denote the reflexive closure of \(\rightarrow\).

**Theorem 1.** Let \(R\) be an inductively sequential graph rewriting system. For all expressions \(t\) of \(R\), let \(N(t) = t_0 \rightarrow t_1 \rightarrow \cdots\) be an innermost computation in \(C_R\). Then, \(\varepsilon(t_0) \rightarrow^* \varepsilon(t_1) \rightarrow^* \cdots\) is a needed computation in \(R\).

**Theorem 2.** Let \(R\) be an inductively sequential graph rewriting system. For all expressions \(t\) and constructor expressions \(u\) of \(R\), \(t \rightarrow^* u\) in \(R\) iff \(N(t) \rightarrow^* u\) in \(C_R\) modulo a renaming of nodes.

### 3 Transformation

We transform the rewrite system \(C_R\) to avoid totally or partially the construction of certain contracta. The transformation consists of two phases. The first phase instantiates each variable of \(C_R\) that occurs as the argument of a recursive invocation of \(H\). Examples of such variables can be seen in (4) such as \(x\) in the fifth rule and \(y\) in the third rule. We instantiate any such variable with \(f(x_1, \ldots x_n)\), where \(f\) ranges over all the operations of \(R\), \(n\) is the arity of \(f\), and every \(x_i\) is a fresh variable. For example, the following rule originates from instantiating \(y\) for operation “++” in the third rule of (4).

\[
H([++]([u++]v)) = H(u++]v)
\]

There is a similar rule for each operation of \(R\).

The first phase of the transformation ensures that \(H\) is always applied to an expression rooted by some operation \(f\) of \(R\). The second phase introduces, for each operation \(f\) of \(R\), a new operation, denoted \(H_f\), which is the composition of \(H\) with \(f\). For example, (7) becomes:

\[
H_{++}([],u++]v) = H_{++}(u,v)
\]
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After the second phase, the operation $H$ can be eliminated from the rewrite system, since it is no longer invoked. We denote the transformed $C_R$ with $T_R$. The key result of $C_R$ is preserved by $T_R$.

**Theorem 3.** Let $R$ be an inductively sequential graph rewriting system. For all expressions $t$ and constructor expressions $u$ of $R$, $t \rightarrow u$ in $R$ iff $N(t) \rightarrow u$ in $T_R$ modulo a renaming of nodes.

$T_R$ is more efficient than $C_R$ because, for any operation $f$ of $R$, the application of $H_f$ avoids the allocation of a node labeled by $f$ which instead is allocated by $C_R$. This node is also likely to be matched later. Below we show the traces of a portion of the computations of $N(([]++[])+t)$ executed by $C_R$ (left) and $T_R$ (right), where $t$ is an irrelevant expression.

$C_R$ constructs the expression rooted by the underlined occurrence of “++”, and later pattern matches it. The same expression is neither constructed nor pattern matched by $T_R$.

### 4 Benchmarking

We compare the same rewriting computation executed by $C_R$ and $T_R$. We measure the number of rewrite and shortcut steps executed, the number of nodes allocated, and the number of node labels compared by pattern matching. We do not report execution times, though $T_R$ is always significantly faster than $C_R$. The computation evaluates $\text{length}(l_1++l_2)$, where $\text{length}$ is the usual length–of–a–list operation and $l_1$ and $l_2$ are lists of one million elements. The tabular entries are again in millions plus or minus a few units.

<table>
<thead>
<tr>
<th></th>
<th>$C_R$</th>
<th>$T_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{length}(l_1++l_2)$</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>rewrite steps</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>shortcut steps</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>node allocations</td>
<td>20</td>
<td>13</td>
</tr>
<tr>
<td>node matches</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 5 Related Work and Conclusion

The redexes that we reduce are needed to obtain a constructor-rooted expression, hence they are closely related to the notion of root-need of [12].

A compilation scheme similar to ours is described in [2]. The work is about term rather than graph rewriting, and makes no claims of correctness, of executing only needed steps and of shortcutting needed steps. Transformations of rewrite systems for compilation purposes are described in [7, 11]. These efforts are more operational than ours. A compilation scheme similar to ours is described in [5]. The compilation scheme is different. It does not claim to execute only needed steps, but shortcuts some of them. Shortcutting is obtained by defining ad-hoc functions whereas we present a formal systematic way through specializations of the head function.

Our work is motivated by the implementation of functional logic computations, which can be formalized and modeled by graph rewriting. The graph rewriting systems modeling functional logic programs are not orthogonal for the presence of overlapping rules and extra variables which occur in the right-hand sides of rules, but not the left-hand sides. Our approach can be applied in this situation in conjunction with techniques that eliminate the extra variables and avoid the application of overlapping rules [4] without affecting the results of computations. Future work will exploit further opportunities, not discussed here but already available in the simple benchmark of Sect. 4, to shortcut more needed steps.
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