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Abstract

We study the interpretation and inter-derivation of big-step and small-step specifications. In particular, we consider formal specifications of programming languages, e.g., denotational semantics and operational semantics, and investigate how these specifications relate to each other. We carry out this investigation by interpreting specifications as programs in a pure functional meta-language and by constructively deriving one program from the other using program transformations. To this end, we use two derivational correspondences: The functional correspondence between compositional higher-order specifications and first-order transition systems, and the syntactic correspondence between rewriting specifications and first-order transition systems.

The main contribution of this dissertation is threefold: First, we extend these correspondences to systematically derive small-step reduction semantics and abstract machines from big-step reduction strategies. Second, we show how these correspondences can be used to relate specifications for lazy evaluation, e.g., graph reduction and call-by-need evaluation. Third, we describe an alternative interpretation of specifications as logic programs in a logical framework, and we give a logical counterpart to the functional correspondence.
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Part I

Background and overview
Chapter 1

Introduction

Many different styles of specifications have been developed for programming languages. They can coarsely be classified in two groups: recursively defined specifications that ascribe a final result in one big step, and iteratively defined specifications that ascribe intermediate results in successive small steps.

The thesis defended here is that:

Mechanical transformations can inter-derive small-step and big-step specifications. This inter-derivation is useful to relate these specifications and to implement them.

In this dissertation, we consider the theory and practice of programming languages as our central case study. In other words, we consider semantic specifications of programming languages and implementations of these specifications. In particular, we consider the denotational and operational methodologies which are the de-facto standards to specify programming languages. We follow the tradition established by McCarthy [142], Landin [131, 132], and Reynolds [176] of using pure functional programs simultaneously as both the specification and the implementation. Our main focus is the treatment of specifications, not the meta-theory of specifications. Concretely, our developments take place in a computational framework of pure functional programs. Our method of development is to inter-derive these pure functional programs by mechanical program transformations.

The contribution of this dissertation is threefold:

1. We give a method to systematically derive small-step specifications in the form of a reduction semantics and an abstract machine from the big-step specification of a reduction strategy in the form of a compositional search function. This derivation is correct-by-construction and scales to complex cases including all of the reduction semantics in Felleisen et al.’s textbook on semantic engineering [89] and to all of the reduction semantics presented in this dissertation.

2. We give an extensive case study of these derivational techniques on semantic artifacts for lazy evaluation in the form of graph reduction and call-by-need evaluation. This study mechanically exposes the computational structure of lazy evaluation and it connects a myriad of previously disconnected semantic artifacts. Among others, we give a constructive connection of Turner’s original reduction machine [209] with
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Barendregt et al.’s term-graph rewriting \cite{Barendregt93}; as well as a constructive connection of Crégut’s original lazy Krivine machine \cite{Cregut97} with Ariola et al.’s call-by-need \(\lambda\)-calculus, and with Launchbury’s natural semantics for call by need.

3. We give a logical interpretation of the inter-derivation techniques where specifications are defined by logic programs within a substructural logical framework \cite{Gabbay95}. This logical correspondence provides one possible path in formalizing a meta-theoretic framework to define and automatically inter-derive specifications.

This dissertation stands on the shoulders of many, most notably, on the shoulders of those that have jointly developed the inter-derivation techniques with Danvy. In particular, for their development of the functional correspondence, of the syntactic correspondence, and for their account of these correspondences for a wide range of applications \cite{Danvy94, Danvy98, Danvy99, Danvy01, Danvy02, Danvy03, Danvy04}. It is as a continuation of their work, that this dissertation extends these correspondences, uses them to account for the theory and practice of graph reduction and call-by-need evaluation, and describes a logical counterpart. This continuation is pursued in Section 3.4 and Section 4.6.

The overarching message is that these inter-derivations witness a striking unity of computation across big-step and small-step specifications and their implementations: to quote Danvy, they all truly define the same elephant, computationally speaking. The structural coincidence between contexts and continuations, in particular, plays a key rôle to connect small-step and big-step computation, as first established between reduction strategies and evaluation orders by Plotkin \cite{Plotkin75}. The semantic artifacts we derive are correct by construction but what is more, they often match what others have independently crafted by hand with ingenuity, skill, and independent soundness proofs on a case-by-case basis. The inter-derivations make it possible to concentrate this ingenuity and skill on other semantic endeavors \cite{Barr85}.

**Prerequisites and notations**

We assume familiarity with basic set theory, with logical notations, and with the \(\lambda\)-calculus. We also assume familiarity with formal semantics, in particular denotational and operational semantics as can be gathered in, e.g., Winskel’s introductory textbook \cite{Winskel93}.

We use a pure fragment\(^1\) of core Standard ML \cite{Hindley90} extensively throughout this dissertation. However, familiarity with another functional programming language, such as Haskell, OCaml or Scheme is sufficient to follow our developments. We use Standard ML because it has a formal semantics and has inductively defined algebraic data types. These two features make Standard ML a reasonable choice as a meta-language for specifications. Indeed, ML originated as the Meta Language for LCF.

We attempt to use standard notations in our developments and review some of these notations below.

**Judgments** A logical judgment is defined inductively by rules of the form:

\[
\frac{J_1 \quad \cdots \quad J_n}{J}
\]

\(^1\)By ‘pure’ we mean that the only computational effect of the language is divergence.
In such a rule, \( J \) is called the conclusion and \( J_1, \cdots, J_n \) are called the premises. An instance of a judgment form is said to hold if there exists a rule with a matching conclusion for which each of the premises hold. Instances of a rule with no premises hold unconditionally.

**BNF grammars** A BNF grammar is used as a short-hand notation for defining a formation judgment. For example, the BNF grammar of typed \( \lambda \)-expressions is:

\[
\Lambda \ni e ::= x \mid \lambda(x : T).e \mid e \ e
\]

This grammar is short-hand for the formation judgment ‘\( e \in \Lambda \)’ of syntactically well-formed \( \lambda \)-expressions. It is defined inductively by three rules:

\[
\begin{align*}
&x \in \Lambda \\
&e \in \Lambda \\
&T \in \text{Type} \\
&e_1 \in \Lambda, e_2 \in \Lambda \\
&\lambda(x : T).e \in \Lambda \\
&e_1 e_2 \in \Lambda
\end{align*}
\]

The first rule states that any variable, \( x \), is a well-formed \( \lambda \)-expression. The second rule states that for any well-formed \( \lambda \)-expression, \( e \), and well-formed type, \( T \), the \( \lambda \)-abstraction, \( \lambda(x : T).e \), is a well-formed \( \lambda \)-expression. Here we appeal to some suitable formation judgment for types, \( T \in \text{Type} \). The third rule states that for any two well-formed \( \lambda \)-expressions, \( e_1 \) and \( e_2 \), the application, \( e_1 e_2 \), is a well-formed \( \lambda \)-expression. We will refer to the collection of well-formed expressions defined by such a BNF grammar as a syntactic domain or simply a type.

We let the use of a meta-variable implicitly require that the formation judgment holds, such as we have done in our use of \( e \) in the BNF grammar above. In addition, we use numeric subscripts and primes to refer to possibly distinct instances of the same formation judgment, e.g., \( e_1, e_2, e', e'' \), etc.

**Types** In the above, we purposefully mirror the set-theoretic notation for membership and we liberally use other such notations when appropriate. We let \( \mathbb{Z} \) denote the mathematical integers and let \( \mathbb{B} \) denote the two-point lattice with top element \( T \), bottom element \( F \) and the usual binary operations \( \wedge, \vee, \) and \( \neg \). We use \( e \rightarrow e_1, e_2 \) to denote the conditional choice of \( e_1 \) if \( e \) is \( T \) and \( e_2 \) if \( e \) is \( F \). We denote the type of total functions by \( T_1 \rightarrow T_2 \); the type of partial functions by \( T_1^* T_2 \); the type of products by \( T_1 \times T_2 \) with projections \( \text{fst} \) and \( \text{snd} \); and the type of sums by \( T_1 + T_2 \) with injections \( \text{inl} \) and \( \text{inr} \). We denote the unit type of products by \( 1 \) and the unit type of sums by \( 0 \).

On occasions we will make use of the type isomorphism:

\[
(T_1 \times T_2) \rightarrow T_3 = T_1 \times T_2 \rightarrow T_3 \simeq T_1 \rightarrow T_2 \rightarrow T_3 = T_1 \rightarrow (T_2 \rightarrow T_3)
\]

The transformation from left to right is called currying and the transformation from right to left is called uncurrying. In addition, function types are right associative and bind more loosely than all other type constructors, as illustrated by the left-hand equality and right-hand equality in the above equation.

**Contexts** In general, a context is an expression with holes. In this dissertation, we consider only contexts with exactly one hole. The grammar of unrestricted one-hole contexts for the \( \lambda \)-expressions defined above is:

\[
\text{Context} \ni C ::= \square \mid \lambda(x : T).C \mid C \ e \mid e \ C
\]
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In words, a context is either a hole (i.e., it is the empty context); a \( \lambda \)-abstraction with a one-hole context as its body; a \( \lambda \)-application with a one-hole context in the operator position; or a \( \lambda \)-application with a one-hole context in the operand position.

The judgment \( e = C[e'] \) denotes the equality of the expression \( e \) with the composition of a context \( C \) and expression \( e' \) where \( e' \) replaces the hole in \( C \). This judgment is used to denote both the recomposition of a context and an expression to form an expression; and the decomposition of an expression into a context and an expression. The latter is not, in general, unique. For example both \( e_1 \ e_2 = (\square e_2)[e_1] \) and \( e_1 \ e_2 = (e_1 \square)[e_2] \) hold.

Abstract machines The term ‘abstract machine’ has several uses in the literature ranging from simply ‘an executable implementation’ to ‘a particular style of executable implementation’. In this dissertation, we use this term to refer to the implementation of a state-transition system, i.e., an iterative and first-order representation of atomic transitions, e.g., a finite-state automaton or a push-down automaton.

Overview

This dissertation is structured in two parts. Part I introduces background material used throughout Part II.

Chapter 2 introduces a simple imperative programming language and shows how to give it a semantics using denotational and operational specifications. The chapter is concluded with an implementation of a denotational semantics and an implementation of an operational semantics in a functional programming language.

Chapter 3 shows how to derive an abstract machine from the implementation of the denotational semantics using the functional correspondence.

Chapter 4 shows how to derive an abstract machine from the implementation of the operational semantics using the syntactic correspondence.

Part II consists of seven articles, four of which are based on previously published articles.

Chapter 5 contains the unpublished article A prequel to reduction semantics.

Chapter 6 contains the unpublished article Normalization functions for Boolean propositional formulas which is an extended version of a conference article [76].

Chapter 7 contains the journal article Storeless call-by-need evaluation which is an extended version of a conference article [75,77].

Chapter 8 contains the unpublished article A synthetic operational account of call-by-need evaluation.

Chapter 9 contains the journal article The inter-derivation of graph rewriting, reduction, and evaluation which is an extended version of a conference article [222,223].

Chapter 10 contains the journal article Three syntactic theories for combinatory graph reduction which is an extended version of a conference article [73,74].

Chapter 11 contains the unpublished article A logical correspondence between abstract machines and natural semantics.
Chapter 2

The semantics of programming languages

This chapter introduces the semantic and implementation tools used throughout this dissertation. We exemplify them with the development of several semantics and implementations for a simple imperative programming language, \( \mathcal{I} \). This programming language is a synthesis of languages from other accounts about the semantics of programming languages. Indeed, variants of \( \mathcal{I} \) appear in most standard textbooks on the semantics of programming languages \([148, 154, 178, 186, 201, 206, 219]\). Of these, Winskel’s IMP language \([219, \text{Chapter 2}]\) and Reynolds’s simple imperative language \([178, \text{Chapter 2}]\) are the main sources of inspiration for \( \mathcal{I} \). Our successive developments of \( \mathcal{I} \) illustrate relationships between the semantics of a language and its implementation. In particular, our developments of \( \mathcal{I} \) illustrate how to characterize its computational aspects. In other words, we are interested in the semantic aspects that define not just what is computed but also how it is computed. The \( \mathcal{I} \) language is said to be an imperative programming language because its computational unit is that of a command (or statement). In particular, the execution of a command proceeds by affecting the ambient state of the program.

In this chapter, we consider the denotational and operational methodologies for defining the semantics of a programming language. The semantics, as specified by these methodologies, together with their implementations, in a functional programming language, form the basis on which the rest of this dissertation is carried out. Other methodologies exist for specifying the semantics of programming languages, e.g., axiomatic semantics \([114]\), categorical semantics \([149]\), and game semantics \([2]\), to name a few. These alternatives and variants are not the topic of this dissertation.

Overview We start by defining the abstract syntax of \( \mathcal{I} \) (Section 2.1). This syntax serves as a common definition for the subsequent semantics.

We introduce the notion of a denotational semantics (Section 2.2) with a direct semantics for \( \mathcal{I} \) (Section 2.2.1). We consider several computational aspects of \( \mathcal{I} \) and how they are specified or can be specified by the semantics. Based on these considerations, we give an alternative specification in the form of a continuation semantics (Section 2.2.2).
Mirroring the same structure as above, we introduce the notion of an operational semantics (Section 2.3) with a big-step semantics for the $I$ language (Section 2.3.1). Again, we consider the same computational aspects of $I$ and how they are specified or can be specified by the semantics. Based on these considerations we give two alternative semantics: the first in the form of a small-step semantics (Section 2.3.2); the second in the form of a reduction semantics (Section 2.3.3).

In conclusion, we discuss the relationship between the denotational and operational semantics as well as the relationship between a semantics and a functional representation or implementation of it (Section 2.4). To this end, we give an adequate representation of the $I$ syntax in Standard ML (Section 2.4.1), together with a functional implementation of the direct-style semantics (Section 2.4.2), and a functional implementation of the reduction semantics (Section 2.4.3).

2.1 Syntax

In this section, we define the abstract syntax of our simple imperative programming language, $I$. We do not consider aspects related to the parsing of concrete syntax, and simply assume that any and all textual treatment has already taken place, e.g., lexing, parsing, or preprocessing. We define each of the syntactic domains with a BNF-style grammar. A BNF grammar inductively defines several syntactic domains by a set of formation rules. Any sentence that can be inductively formed by these rules represents a well-formed sentence in our language. We do not presently assign any meaning to these sentences. Indeed, the following sections illustrate how several distinct meanings can be assigned to well-formed sentences, in effect, defining several distinct programming languages.

When defining the abstract syntax of the language we use an abstract notation for numerals and locations, i.e., we give no specific rules of formation:

\[
\begin{align*}
\text{Num} & \ni n \\
\text{Loc} & \ni \ell
\end{align*}
\]

Each numeral is a symbolic representation of a specific element in the set of integers. We assume our syntactic representation of numerals is isomorphic to $\mathbb{Z}$ with respect to the numerical operations, e.g., addition, subtraction, and multiplication. The reflection of numerals onto the integers is given by:

\[\mathcal{N} : \text{Num} \rightarrow \mathbb{Z}\]

Locations represent addresses in an arbitrarily large address space. We require only that locations can be tested for equality and thus we do not consider features such as allowing arithmetic operations on locations.

We also use a syntactic representation of the truth values:

\[\begin{align*}
\text{Bool} & \ni b ::= \text{true} \mid \text{false}
\end{align*}\]

The syntax of the language is defined by three syntactic domains: arithmetic expressions, boolean expressions, and commands. The rules of formation are given by the following BNF grammar:

\[
\begin{align*}
\text{AExp} & \ni A ::= n \mid \ell \mid A + A \mid A - A \mid A \ast A \\
\text{BExp} & \ni B ::= b \mid A \leq A \mid \text{not } B \mid B \text{ and } B \\
\text{Com} & \ni C ::= \text{skip} \mid C ; C \mid \ell ::= A \mid \text{if } B \text{ then } C \text{ else } C \mid \text{while } B \text{ do } C
\end{align*}
\]
In words, an arithmetic expression is either a number, the dereference of a location, an addition expression over two arithmetic sub-expressions, a subtraction expression over two arithmetic sub-expressions, or a multiplication expression over two arithmetic sub-expressions. A boolean expression is either a syntactic truth value, a less-then-or-equal expression over two arithmetic sub-expressions, a negation expression over a boolean sub-expression, or a conjunction expression over two boolean sub-expressions. A command is either a skip command, a sequencing command over two sub-commands, an assignment command over a location and an arithmetic sub-expression, an if-then-else command over a boolean sub-expression and two sub-commands, or a while command over a boolean sub-expression and a sub-command.

It is worth noting that these syntactic domains are not mutually recursive. Arithmetic expressions are inductively defined in terms of numerals, locations, and arithmetic expressions. Boolean expressions are inductively defined in terms of syntactic truth values, arithmetic expressions, and boolean expressions. Commands are inductively defined in terms of all of the above as well as commands. Also, the syntax of \( \mathcal{I} \) precludes type-incorrect programs, e.g., only arithmetic expressions can appear in the context of a numerical operator.

Syntactic sugar In the interest of brevity, we have tried to limit the size of the language. Following Landin [131], we can define derived forms as ‘syntactic sugar’ by translating them into core forms for which a semantics is given. For example, we might define numeric equality in terms of numeric ordering and conjunction, or define disjunction in terms of conjunction and negation:

\[
A_1 = A_2 \quad \text{is defined as} \quad A_1 \leq A_2 \text{ and } A_2 \leq A_1 \\
B_1 \text{ or } B_2 \quad \text{is defined as} \quad \text{not } ((\text{not } B_1) \text{ and } (\text{not } B_2))
\]

Whether these definitions make sense depends on the semantics of the language. The first equation requires that numeric values define a partially ordered set, specifically that antisymmetry holds, and that duplicating sub-expressions cannot change the meaning of the expression. The second equation requires that the De Morgan laws hold. We will come back to illustrate how exactly such definitions can cause problems.

2.2 Denotational semantics

In this section, we define two denotational semantics for our simple imperative programming language. The first semantics defines the meaning of a program as its final result in one big step (Section 2.2.1). The second semantics defines the meaning of a program as the intermediate result of one small step followed by the successive small steps towards its final result (Section 2.2.2).

Denotational semantics was designed by Christopher Strachey and Dana Scott as a formal method for specifying and developing the semantics of programming languages [190] and it has become a standard methodology [101, 105, 178, 186, 201, 207, 219]. A denotational semantics defines the meaning of an expression by associating it with a denotation: a well-defined mathematical object that denotes this meaning. The hallmark of a denotational semantics is that this association is defined compositionally, i.e., the denotation of an expression is defined in terms of the denotations of its sub-expressions. As a corollary of compositionality, the meaning of an expression is invariant when replacing any of its
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sub-expressions by an equivalent sub-expression, i.e., one with the same denotation. In other words, the meaning, or denotation, of an expression does not depend on the context of the expression. This property is sometimes referred to as referential transparency and it enables compositional reasoning directly upon the expressions that comprise the language.

2.2.1 A direct semantics

We start by defining a direct semantics for a simple interpretation of \( \mathcal{I} \). The semantics is said to be direct because most of the syntactic constructs are given meaning directly in terms of their associated mathematical meanings. The qualification of a denotational semantics as being in direct style is often used to contrast it with other styles, e.g., continuation style [202] which we cover in Section 2.2.2 or monadic style [149] which we do not consider here.

To define the denotational semantics, we use the usual notations for \( \lambda \)-expressions. Meta-level abstraction is given by \( \lambda \) and meta-level application by juxtaposition. Other meta-level operations use their usual mathematical notations rendered in math font, e.g., +, −, and \( \times \) denote meta-level addition, subtraction, and multiplication on the integers.

Before we define the denotations of expressions, we must define the meaning of the ambient state of a program. Here we use a total function from locations to the integers:

\[ \Sigma = (\text{Loc} \to \mathbb{Z}) \ni \sigma \]

Thus the state is defined for any location without initialization, i.e., all locations exist and hold valid content. An initial state could thus be the constant function mapping all locations to zero:

\[ \Sigma \ni \text{init} = \lambda (\ell: \text{Loc}). 0 \]

Given the meaning of states, we define the denotations of arithmetic expressions to be total functions from states to the integers:

\[
\mathcal{A} : \text{AExp} \to (\Sigma \to \mathbb{Z})
\]

\[
\mathcal{A} \left[ n \right] = \lambda (\sigma : \Sigma). \mathcal{A}(n)
\]

\[
\mathcal{A} \left[ \ell \right] = \lambda (\sigma : \Sigma). \sigma(\ell)
\]

\[
\mathcal{A} \left[ A_1 + A_2 \right] = \lambda (\sigma : \Sigma). (\mathcal{A}[A_1] \sigma) + (\mathcal{A}[A_2] \sigma)
\]

\[
\mathcal{A} \left[ A_1 - A_2 \right] = \lambda (\sigma : \Sigma). (\mathcal{A}[A_1] \sigma) - (\mathcal{A}[A_2] \sigma)
\]

\[
\mathcal{A} \left[ A_1 \ast A_2 \right] = \lambda (\sigma : \Sigma). (\mathcal{A}[A_1] \sigma) \times (\mathcal{A}[A_2] \sigma)
\]

In words, the meaning of each syntactic construct is compositionally defined in terms of the mathematical meaning associated to the construct together with the meaning of its constituents: The meaning of a numeral in a given state is simply the integer it represents. The meaning of a location in a given state is the contents of that location in that state. The meaning of an addition in a given state is the mathematical meaning of addition as applied to the meaning of the sub-expressions in the same state. The meaning of a subtraction in a given state is the mathematical meaning of subtraction as applied to the meaning of the sub-expressions in the same state. The meaning of a multiplication in a given state is the mathematical meaning of multiplication as applied to the meaning of the sub-expressions in the same state.
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Given the meaning of arithmetic expressions, we define the denotations of boolean expressions to be total functions from states to the truth values:

$$\mathcal{B} : \text{BExp} \rightarrow (\Sigma \rightarrow \mathbb{B})$$

$$\mathcal{B}[\text{true}] = \lambda(\sigma : \Sigma). \top$$

$$\mathcal{B}[\text{false}] = \lambda(\sigma : \Sigma). \bot$$

$$\mathcal{B}[A_1 \leq A_2] = \lambda(\sigma : \Sigma). (\mathcal{A}[A_1] \sigma) \leq (\mathcal{A}[A_2] \sigma)$$

$$\mathcal{B}[\text{not } B] = \lambda(\sigma : \Sigma). \neg(\mathcal{B}[B] \sigma)$$

$$\mathcal{B}[B_1 \text{ and } B_2] = \lambda(\sigma : \Sigma). (\mathcal{B}[B_1] \sigma) \land (\mathcal{B}[B_2] \sigma)$$

Again, as described in detail for arithmetic expressions, the meaning of each syntactic construct is defined in terms of the mathematical meaning associated to that construct together with the meaning of its constituents. This direct meaning definition is even more transparent for boolean expressions because the state is never used explicitly, it is just passed along.

Given the meaning of arithmetic expressions and boolean expressions, we define the denotations of commands to be partial functions from states to states, i.e., state transformations:

$$\mathcal{C} : \text{Com} \rightarrow (\Sigma \rightarrow \Sigma)$$

$$\mathcal{C}[\text{skip}] = \lambda(\sigma : \Sigma). \sigma$$

$$\mathcal{C}[C_1 ; C_2] = \lambda(\sigma : \Sigma). \mathcal{C}[C_2] \mathcal{C}[C_1] \sigma$$

$$\mathcal{C}[\ell : A] = \lambda(\sigma : \Sigma). \lambda(\ell' : \text{Loc}). \ell = \ell' \rightarrow \mathcal{A}[A] \sigma, \sigma(\ell')$$

$$\mathcal{C}[\text{if } B \text{ then } C_1 \text{ else } C_2] = \lambda(\sigma : \Sigma). \mathcal{B}[B] \sigma \rightarrow \mathcal{C}[C_1] \sigma, \mathcal{C}[C_2] \sigma$$

$$\mathcal{C}[\text{while } B \text{ do } C] = \text{ifp}(\lambda(f : \Sigma \rightarrow \Sigma). \lambda(\sigma : \Sigma). \mathcal{B}[B] \sigma \rightarrow f (\mathcal{C}[C] \sigma), \sigma)$$

In words: The meaning of skip is the identity transformation on states, i.e., it does not affect the state. The meaning of a sequence command is the composition of the meaning of its sub commands. The meaning of an assignment is the functional update of a state to map the assigned-to location to the meaning of the arithmetic expression. The meaning of an if command in a particular state is the conditional choice of one of its two sub-commands in the same state depending on the meaning of its predicate. The meaning of a while command is the least fixed point of the function that, if the meaning of its predicate is true, applies its argument (which by means of the fixed point represents the function itself) to the meaning of its sub-command.

We define the full evaluation of a program by applying the denotation of the program to the initial state:

$$\mathcal{E} : \text{Com} \rightarrow \Sigma$$

$$\mathcal{E}[C] = \mathcal{C}[C](\text{init})$$

This definition of a direct semantics concludes our first denotational semantics for $\mathcal{E}$. Having defined a semantics for $\mathcal{E}$, we can check to see if our ‘syntax sugar’ definitions are justified. Consider the boolean expression to check equality of two arithmetic expressions, $A_1 = A_2$, which desugared to, $A_1 \leq A_2$ and $A_2 \leq A_1$. If we were to define its denotation directly it would be:

$$\mathcal{B}[A_1 = A_2] = \lambda(\sigma : \Sigma). (\mathcal{A}[A_1] \sigma = \mathcal{A}[A_2] \sigma)$$
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We expect the denotation of its desugaring to be the same which indeed it is:

\[ R[A_1 <= A_2 \text{ and } A_2 <= A_1] \sigma = R[A_1 <= A_2] \sigma \land R[A_2 <= A_1] \sigma \]

\[ = (\mathcal{A}[A_1] \sigma \leq \mathcal{A}[A_2] \sigma) \land (\mathcal{A}[A_2] \sigma \leq \mathcal{A}[A_1] \sigma) \]

\[ = (\mathcal{A}[A_1] \sigma = \mathcal{A}[A_2] \sigma) \]

Here the final step follows by antisymmetry of the integers. Because the semantics is referentially transparent, we are allowed to replace any occurrence of one by the other which justifies our definition by desugaring.

### Computational aspects

The direct semantics for \( \mathcal{I} \) characterizes few computational aspects of the language. It characterizes the state transformation described by a given program, it does not define the state transformation prescribed by a given program. In other words, our semantics describes what the meaning of a program is (i.e., the final result, should one exist) but it does not prescribe how that meaning is computed, i.e., the computation of a final result. For example, the multiplication in \( \mathcal{I} \) is commutative because multiplication on the integers is commutative, i.e., \( \mathcal{A}[A_1 \times A_2] \sigma = \mathcal{A}[A_2 \times A_1] \sigma \) for any \( A_1 \) and \( A_2 \). However, the direct semantics does not specify if the expression \( A_1 \) is “evaluated” before or after \( A_2 \), or really if it is to be evaluated at all, e.g., the semantics is free to disregard an operand if the denotation of the other maps any given state to zero. When defining languages with a richer set of computational effects, we are often forced to state when and how computation takes place. In the following, we discuss some common computational aspects.

#### Divergence

Divergence, or non-termination, is a basic computational aspects in most languages. In particular, to specify any Turing-complete programming language the semantics must account for divergence. Divergence in \( \mathcal{I} \) is accounted for by using partial functions as the denotations of commands. For all commands \( C \) and states \( \sigma \), either \( \mathcal{A}[C] \sigma = \sigma' \) where \( \sigma' \) is some final state, i.e., the computation terminated in some well-defined state, or \( \mathcal{A}[C] \sigma = \bot \) where \( \bot \) represents the undefined state, i.e., the computation failed to terminate. For example, while true do \( C \) unconditionally diverges, and indeed, its denotation is undefined on all input states. To prove this we first recall that the denotation of while true do \( C \) was defined by the least fixed point of a function, say \( F \), and so we proceed by mathematical induction on the number of applications of this function to itself defined by:

\[
F^0 = \bot \\
F^{n+1} = \lambda(\sigma : \Sigma). \mathcal{R}[true] \sigma \rightarrow F^n (\mathcal{E}[C] \sigma), \sigma
\]

\[ = \lambda(\sigma : \Sigma). F^n (\mathcal{E}[C] \sigma) \]

\[ = F^n \circ \mathcal{E}[C] \]

The base case holds trivially. The induction case is almost as simple, by the induction hypothesis we have that \( F^n = \bot \), and thus \( F^n \circ \mathcal{E}[C] = \bot \).

For our particular language, if we removed the while command, we could define the denotations of commands to be total functions from states to states. Everything else would remain unchanged. In this sense, divergence is tightly controlled in our semantics of \( \mathcal{I} \). For example, the possibility of divergence in commands does not affect the semantics of arithmetic expressions in any way.
2.2. Denotational semantics

Errors

A more interesting operational aspect for our particular language would be the possible dereferencing of uninitialized locations. In our current semantics, this possibility is completely ruled out because the state of a program is a total function from locations to the integers. In the following, we briefly describe what needs to change and what choices arise when modeling uninitialized locations in the direct semantics. We refer to this variant of the language as $S_{err}$.

We first redefine our notion of state to account for uninitialized locations. Instead of a total function mapping locations to integers, i.e., a total function of type $\text{Loc} \rightarrow \mathbb{Z}$, we use a total function mapping locations to either an integer as usual or to a distinguished error value if the location is uninitialized, i.e., a total function of type $\text{Loc} \rightarrow \mathbb{Z} + 1$. For short, we write $T^*$ for a type $T$ lifted to include errors, i.e., as short hand for the sum type $T + 1$. We write $\bullet$ for the distinguished error value, i.e., as short hand for $\text{inr}(\) for a non-error value, i.e., as short for $\text{inl}(t)$. We also define some auxiliary notations for working with errors. The mapping of a unary function, $f : T_1 \rightarrow T_2$, over errors is defined as:

$$f^* : T_1^* \rightarrow T_2^*$$

$$f^* = \lambda x. \text{case } x \text{ of } \bullet \rightarrow \bullet, \langle x' \rangle_{\text{val}} \rightarrow \langle f x' \rangle_{\text{val}}$$

The mapping of a binary function, $f : T_1 \times T_2 \rightarrow T_3$, over errors is defined as:

$$f^* : T_1^* \times T_2^* \rightarrow T_3^*$$

$$f^* = \lambda (x_1, x_2). \text{case } x_1 \text{ of } \bullet \rightarrow \bullet, \text{ case } x_2 \text{ of } \bullet \rightarrow \bullet, \langle x'_1 \rangle_{\text{val}} \rightarrow \langle f \langle x'_1, x'_2 \rangle \rangle_{\text{val}}$$

The mapping of a conditional expression over errors is defined as:

$$x_1 \bullet x_2, x_3 \iff \text{ case } x_1 \text{ of } \bullet \rightarrow \bullet, \langle x'_1 \rangle_{\text{val}} \rightarrow x'_1 \rightarrow x_2, x_3$$

Thus equipped, the ambient state of a program is defined as a total function from locations to the integers lifted over errors:

$$\Sigma_{err} = (\text{Loc} \rightarrow \mathbb{Z}^*) \ni \sigma$$

A reasonable initial state could then be the state that is uninitialized at every location, i.e.,

$$\Sigma_{err} \ni \text{init}_{err} = \lambda (\ell : \text{Loc}). \bullet$$

Having redefined our notion of state, we must redefine the denotations of our language. In particular, the dereference of a location can fail, and since dereferencing a location is an arithmetic expression, an arithmetic expression can fail. Thus, the type of our denotations change to include errors and we map each of the numeric operators over the error value:

$$\mathcal{A} : \text{AExp} \rightarrow (\Sigma_{err} \rightarrow \mathbb{Z}^*)$$

$$\mathcal{A} \left[ n \right] = \lambda (\sigma : \Sigma_{err}). \langle \mathcal{A} (n) \rangle_{\text{val}}$$

$$\mathcal{A} \left[ \ell \right] = \lambda (\sigma : \Sigma_{err}). \sigma (\ell)$$

$$\mathcal{A} \left[ A_1 + A_2 \right] = \lambda (\sigma : \Sigma_{err}). (\mathcal{A} \left[ A_1 \right] \sigma) +^* (\mathcal{A} \left[ A_2 \right] \sigma)$$

$$\mathcal{A} \left[ A_1 - A_2 \right] = \lambda (\sigma : \Sigma_{err}). (\mathcal{A} \left[ A_1 \right] \sigma) -^* (\mathcal{A} \left[ A_2 \right] \sigma)$$

$$\mathcal{A} \left[ A_1 \times A_2 \right] = \lambda (\sigma : \Sigma_{err}). (\mathcal{A} \left[ A_1 \right] \sigma) \times^* (\mathcal{A} \left[ A_2 \right] \sigma)$$
We must redefine the denotations for boolean expressions and for commands in a similar way. However, the denotations for boolean expressions with errors expose other operational aspects of our language, in particular that of evaluation order.

**Evaluation order and errors** For our simple language, the inclusion of errors exposes the order of evaluation in boolean expressions. Evaluation order refers to the order an implementation can use to evaluate the sub-expressions of an expression. For example, the evaluation order of an arithmetic expression is not determined by our semantics, even after the inclusion of errors. An implementation can choose to evaluate the sub-expressions of an addition expression from left to right, from right to left, or even in some arbitrary interleaving. The choice of concrete order cannot be observed.

The choice of evaluation order can be observed when we define the meaning of and expressions in the presence of errors. We might define its denotation by simply mapping conjunction over errors:

$$\mathcal{B}[B_1 \text{ and } B_2] = \lambda(\sigma : \Sigma_{\text{err}}). (\mathcal{B}[B_1] \sigma) \land^* (\mathcal{B}[B_2] \sigma)$$

In this case, the meaning of an and expression is the error value if either the meaning of the left-hand side or of the right-hand side is an error. This definition maps all errors in sub-expressions to an error of the composite expression. For such a semantics, a correct implementation must fully evaluate both sub-expressions in the non-error case, but could do so in any order.

We could also define the meaning of an and expression as false if the meaning of either of its sub-expressions is false, true if both are true, and the error value otherwise:

$$\mathcal{B}[B_1 \text{ and } B_2] = \lambda(\sigma : \Sigma_{\text{err}}). (\mathcal{B}[B_1] \sigma = \langle F \rangle_{\text{val}}) \lor (\mathcal{B}[B_2] \sigma = \langle F \rangle_{\text{val}}) \rightarrow$$

$$\langle F \rangle_{\text{val}},$$

$$\langle F \rangle_{\text{val}} \land^* (\mathcal{B}[B_2] \sigma)$$

This definition maps as few errors as possible to errors. For such a semantics, a correct implementation can choose to stop evaluation as soon as a sub-expression is found to be false. As before, the evaluation can happen in any order.

A more traditional choice is to define the meaning by a sequence of conditionals:

$$\mathcal{B}[B_1 \text{ and } B_2] = \lambda(\sigma : \Sigma_{\text{err}}). \mathcal{B}[B_1] \sigma \rightarrow \mathcal{B}[B_2] \sigma, \langle F \rangle_{\text{val}}$$

This definition maps any error in $B_1$ to an error, but only if the meaning of $B_1$ is true is $B_2$ considered. For such a semantics, a correct implementation must consider the sub-expression one after the other (here from left to right) and stop if a value can be determined. This left-to-right order is commonly found in programming languages and often referred to as a short-circuiting operation. Under this semantics, a tempting but unsound compiler optimization would be to replace a boolean-and expression with a right-hand side equal to false by false, i.e., ‘$B_1$ and false’ by ‘false’. However, these two expressions have distinct denotations in the short-circuiting semantics and are only equal under the condition that $\mathcal{B}[B_1] \sigma \neq \bullet$ for all states $\sigma$.

---

1 In many languages, e.g., the λ-calculus, divergence is sufficient to expose the order of evaluation. That is not the case for $\mathcal{B}$ because arithmetic expressions and boolean expressions are defined as total functions and commands are explicitly sequenced.
Another case where we must make a choice after introducing errors is for assignment commands. We can simply reuse our previous definition unchanged:

\[
\mathcal{C}[^{\ell := A}] = \lambda (\sigma : \Sigma_{err}). \lambda (\ell' : \text{Loc}). \ell = \ell' \rightarrow \mathcal{A}\sigma, \sigma(\ell')
\]

Or we can sequence the test for errors outside the update of the state:

\[
\mathcal{C}[^{\ell := A}] = \lambda (\sigma : \Sigma_{err}). \text{case } \mathcal{A}\sigma \text{ of } \\
\bullet \rightarrow \bullet, \\
\langle i \rangle_{val} \rightarrow \lambda (\ell' : \text{Loc}). \ell = \ell' \rightarrow \langle i \rangle_{val}, \sigma(\ell')
\]

The former has the effect of delaying the computation of the right-hand side whereas the latter strictly maps any error in the right-hand side to an error of the assignment command itself. This difference is reminiscent of the call-by-name and call-by-value evaluation orders. In the former, we associate to the location the entire computation of the right-hand side, including errors. In the latter, we associate to the location only the non-error value, i.e., it is established at this point that a non-error value exists. This latter evaluation order is the most commonly used evaluation order in imperative programming languages.

**Evaluation order and assignment expressions** A common feature that entails similar considerations regarding the order of evaluation is to include assignments in the grammar of arithmetic expressions. In other words, we might move assignment from commands into arithmetic expressions. Immediately we are forced to change the denotations of arithmetic expressions to be total functions from states to an integer value in an updated state (here for the non-error semantics):

\[
\mathcal{A} : \text{AExp} \rightarrow (\Sigma \rightarrow \mathbb{Z} \times \Sigma)
\]

The denotation of an assignment expression might then be:

\[
\mathcal{A}[^{\ell := A}] = \lambda (\sigma : \Sigma). \langle i, \lambda (\ell' : \text{Loc}). \ell = \ell' \rightarrow i, \sigma(\ell') \rangle
\]

where \(\langle i, \sigma' \rangle = \mathcal{A}[^{A}]\sigma\)

In words, first we determine the integer value and updated state for the right-hand side. Then we pair the integer value with the functional update of the state that maps the location to the integer value. This pair is the final result of the set expression.

All of the other definitions of our semantics must now be updated to account for the possible change of state in a sub-expression. In practice, this leaves two choices for the semantics: either define any program that depends upon the order as “undefined”, or explicitly thread\(^2\) the state throughout all affected parts of the semantics.

Our semantics of \(\mathcal{A}\) already explicitly threads the state for commands, and we can simply do so for arithmetic expressions and boolean expressions too. For example, the following defines a left-to-right evaluation order for \(\leq\):

\[
\mathcal{B}[^{A_1 \leq A_2}] = \lambda (\sigma : \Sigma). \langle i_1, i_2, \sigma'' \rangle \\
\text{where } \langle i_1, \sigma' \rangle = \mathcal{A}[^{A_1}]\sigma \\
\text{and } \langle i_2, \sigma'' \rangle = \mathcal{A}[^{A_2}]\sigma'
\]

\(^2\)A parameter is threaded if it is sequenced through a chain of function calls, i.e., if it is passed as an argument and returned as a result which is then passed as the argument for the subsequent call, and so forth. For example, the state is threaded in the denotational definitions of commands. These definitions are sometimes said to be in ‘state-passing style’ to emphasize the threaded state.
This change has consequences. For example, our desugaring of equality on arithmetic expressions is not justified anymore. If we were to define the denotation directly it would be:

\[ B\llbracket A_1 = A_2 \rrbracket = \lambda (\sigma : \Sigma). (i_1 = i_2, \sigma'') \]

where \( (i_1, \sigma') = \mathcal{A}\llbracket A_1 \rrbracket \sigma \)

and \( (i_2, \sigma'') = \mathcal{A}\llbracket A_2 \rrbracket \sigma' \)

For this definition the denotation of \( 1 = (\ell := \ell + 1) \) applied to the initial state is true:

\[ B\llbracket 1 = (\ell := \ell + 1) \rrbracket \text{ init } = T \]

In contrast, the denotation of the desugaring applied to the initial state is false:

\[ B\llbracket 1 <\!\!\!< (\ell := \ell + 1) \text{ and } (\ell := \ell + 1) <\!\!\!< 1 \rrbracket \text{ init } = F \]

This is because the state can now be changed while it is threaded through the sub-expressions. The desugared expression duplicates the sub-expressions thus causing the assignment to be done twice.

\section*{Control}

All of the computational aspects above can be related to the general concept of control flow: how the execution of a program takes place. We can often identify aspects of this control flow, e.g., by inspecting differences in behavior in the presence of errors or other computational effects. However, we can also make this control flow explicit as a construct in the semantics itself: a continuation.

\subsection*{A continuation semantics}

A \textit{continuation} is a functional abstraction of what remains to be computed by the program at a particular point. The concept of a continuation was independently developed for several purposes, among them, the ability to express unstructured jumps, i.e., \texttt{goto} commands \[133, 177\]. In this section, we define a continuation semantics and show how it can express the computational aspects discussed in Section 2.2.1.

Concretely, a continuation is a function that represents the “rest of the computation”, thus its input is what has been computed and its output is then the final result of the entire computation, should one exist. As defined just above, the denotation of arithmetic expressions after explicitly threading the state was a function mapping states to pairs of integers and updated states. Thus, the continuation of an arithmetic expression is a partial function that takes as input both the integer that has been computed along with the updated state and it produces the final result. We need not know the exact type of this “final result” and so we refer to it abstractly as the answer type: \( \alpha \). The continuation semantics defines the denotation of an arithmetic expression as the total function from continuations on arithmetic expressions to partial functions from states to answers, where

\footnote{Indeed, Filinski has shown that continuations define a universal monadic effect, i.e., all other monadic effects can be mapped to the continuation monad \[90, 91\].}
a continuation is a partial function from integers and states to answers: \( \mathbb{Z} \to \Sigma \to \alpha \).

\[
\mathcal{A}_c : \text{AExp} \to (\mathbb{Z} \to \Sigma \to \alpha) \to (\Sigma \to \alpha)
\]

\[
\mathcal{A}_c[\pi] : \kappa(\mathcal{A}(\pi))
\]

\[
\mathcal{A}_c[\ell] : \lambda(\sigma : \Sigma). \kappa(\sigma(\ell)) \sigma
\]

\[
\mathcal{A}_c[A_1 + A_2] = \mathcal{A}_c[A_1](\lambda(i_1 : \mathbb{Z}). \mathcal{A}_c[A_2](\lambda(i_2 : \mathbb{Z}). \kappa(i_1 + i_2)))
\]

\[
\mathcal{A}_c[A_1 - A_2] = \mathcal{A}_c[A_1](\lambda(i_1 : \mathbb{Z}). \mathcal{A}_c[A_2](\lambda(i_2 : \mathbb{Z}). \kappa(i_1 - i_2)))
\]

\[
\mathcal{A}_c[A_1 \times A_2] = \mathcal{A}_c[A_1](\lambda(i_1 : \mathbb{Z}). \mathcal{A}_c[A_2](\lambda(i_2 : \mathbb{Z}). \kappa(i_1 \times i_2)))
\]

The treadling of state is implicit, or in point-free style, in this description. The sequencing of continuations determines the order of evaluation and, by extension, how the state is sequenced through sub-expressions. The state can be made explicit by simply \( \eta \)-expanding it throughout.

The denotations of boolean expressions are defined in the same way as for arithmetic expressions. The continuations are partial functions from truth values and states to answers:

\[
\mathcal{B}_c : \text{BExp} \to (\mathbb{B} \to \Sigma \to \alpha) \to (\Sigma \to \alpha)
\]

\[
\mathcal{B}_c[\text{true}] : \kappa(T)
\]

\[
\mathcal{B}_c[\text{false}] : \kappa(F)
\]

\[
\mathcal{B}_c[A_1 \leq A_2] = \mathcal{B}_c[A_1](\lambda(i_1 : \mathbb{Z}). \mathcal{B}_c[A_2](\lambda(i_2 : \mathbb{Z}). \kappa(i_1 \leq i_2)))
\]

\[
\mathcal{B}_c[\text{not} B] = \mathcal{B}_c[B](\lambda(b : \mathbb{B}). \kappa(\neg b))
\]

\[
\mathcal{B}_c[B_1 \land B_2] = \mathcal{B}_c[B_1](\lambda(b_1 : \mathbb{B}). b_1 \to \mathcal{B}_c[B_2] \kappa, \kappa(F))
\]

The denotations of a command also take an extra parameter, the continuation \( \kappa \), which is a partial function from states to final answers: \( \Sigma \to \alpha \). The domain of the continuation is \( \Sigma \) because the intermediate result in the direct semantics, after supplying an initial state, was a state. In other words, the continuation takes such an intermediate state and produces the final result, if one exists.

\[
\mathcal{E}_c : \text{Com} \to (\Sigma \to \alpha) \to (\Sigma \to \alpha)
\]

\[
\mathcal{E}_c[\text{skip}] : \kappa
\]

\[
\mathcal{E}_c[C_1 ; C_2] : \mathcal{E}_c[C_1](\mathcal{E}_c[C_2] \kappa)
\]

\[
\mathcal{E}_c[\ell := A] : \mathcal{E}_c[A](\lambda(i : \mathbb{Z}). \lambda(\sigma : \Sigma). \kappa(\lambda(\ell' : \text{Loc}). \ell = \ell' \to i, \sigma(\ell')))\)

\[
\mathcal{E}_c[\text{if} B \text{ then } C_1 \text{ else } C_2] : \mathcal{B}_c[B](\lambda(b : \mathbb{B}). b \to \mathcal{E}_c[C_1] \kappa, \mathcal{E}_c[C_2] \kappa)
\]

\[
\mathcal{E}_c[\text{while } B \text{ do } C] : \lambda(f : (\Sigma \to \alpha) \to (\Sigma \to \alpha)). \lambda(\kappa' : \Sigma \to \alpha).
\]

\[
\mathcal{B}_c[B](\lambda(b : \mathbb{B}). b \to \mathcal{E}_c[C](f \ k', \ k')) \kappa
\]

The denotation of a command is now a total function that produces a state transformation when given a continuation. In other words, the denotation is now a transformation on state transformations. The initial continuation for a program is the identity transformation on state transformations, i.e., the identity function. The evaluation of a program is thus the denotation of this program applied to the initial continuation and the initial state:

\[
\mathcal{E}_c : \text{Com} \to \Sigma
\]

\[
\mathcal{E}_c[C] = \mathcal{E}_c[C](\lambda(\sigma : \Sigma). \sigma)(\text{init})
\]

By using the identity function we have forced the type of final answers to be states.
This continuation semantics is in *continuation-passing style*, or CPS for short. Namely, the continuation is linearly passed along, all function applications are in *tail position*, i.e., any function application is the last thing to do, and finally, instead of returning a result it is given to the continuation to produce the final result. This definition in CPS can be mechanically obtained using a mechanical and fully-correct CPS transformation. Section 3.1 covers this transformation in more detail.

**Computational aspects**

In contrast to the direct semantics of Section 2.2.1, the continuation semantics embodies many computational aspects of the language. Indeed, the purpose of a continuation semantics is exactly to specify these computational aspects. We review the same aspects as for the direct semantics starting with errors since divergence is still accounted for by a least fixed point, albeit the least fixed point of a more complicated function.

**Errors**  We can define the continuation semantics for the language with errors \( \mathcal{A}_{err} \) with hardly a change to the semantic definitions. Reusing the definition of states with possibly uninitialized locations, we simply restate the denotation of dereferencing a location:

\[
\mathcal{A}_{\ell} \kappa = \lambda (\sigma : \Sigma). \text{case } \sigma(\ell) \rightarrow \{ \_ \rightarrow \_ , (i)_{\text{val}} \rightarrow \kappa(i) \sigma \}
\]

This definition simply disregards its continuation if a location is uninitialized, thereby terminating the entire computation with that error as the final answer. Thus the answer type must be the state type lifted to include errors \( \alpha = \Sigma^* \) and the initial continuation becomes the non-error injection into this answer type \( \lambda (\sigma : \Sigma). (\sigma)_{\text{val}}. \). This continuation semantics is not in CPS because the definition above does not invoke the continuation in the case of error.

**Evaluation order**  Interestingly, we did not need to consider errors anywhere except when dereferencing a location. In particular, we did not state how errors propagate though sub-expressions. Not even for the short-circuiting and expression. Indeed, the evaluation order of the continuation semantics has already been completely specified \[176\] and we need not reconsider it when we introduce uninitialized locations.

**Control**  Instead of modeling unstructured jumps, we consider structured exceptions in terms of the throw and try-catch control operators. We call this extension of \( \mathcal{A} \) with exceptions \( \mathcal{A}_{\text{exc}} \). The syntax of commands is extended with two operators:

\[
\text{Com } \ni C ::= \cdots | \text{throw } | \text{try } C \text{ catch } C
\]

A throw command has no sub-expressions and has the effect of aborting the computation in the current state. A try-catch command has two sub-commands, the first is the command to ‘try’, i.e., this command is executed until completion or until an exception is thrown. The second sub-command is executed if and only if an exception is thrown. We start by specifying how to throw an exception. Just as in the case of errors, throwing an exception aborts the current continuation, but instead of returning an error value we return the current state. As for errors the answer type is the sum type of either a normal
state (the left injection) or an exception state (the right injection): \( \alpha = \Sigma + \Sigma \). The initial continuation produces a normal state using the left injection of the sum type:

\[
\lambda(\sigma : \Sigma). \text{inl}(\sigma)
\]

The denotations of commands are now partial functions from states to the answer type of normal states or exception states. We extend the definitions with a case for throw and for try-catch:

\[
\begin{align*}
\mathcal{C}_c : \text{Com} & \to (\Sigma \to \Sigma + \Sigma) \to (\Sigma \to \Sigma + \Sigma) \\
\mathcal{C}_c[\text{throw}] \kappa & = \lambda(\sigma : \Sigma). \text{inr}(\sigma) \\
\mathcal{C}_c[\text{try } C_1 \text{ catch } C_2] \kappa & = \lambda(\sigma : \Sigma). \text{case } \mathcal{C}_c[\text{term } C_1](\lambda(\sigma : \Sigma). \text{inl}(\sigma)) \sigma \text{ of } \\
& \quad \text{inl}(\sigma') \to \kappa(\sigma'), \\
& \quad \text{inr}(\sigma') \to \mathcal{C}_c[\text{term } C_2] \kappa \sigma'
\end{align*}
\]

The throw command produces an exception state using the right injection of the sum type. The try-catch command delimits the extent of the continuation by passing the initial continuation to the denotation of the first sub-command and case-discriminating on the result which is of answer type. If the result is a normal state then this state is passed on to the current continuation, i.e., execution proceeds as usual. If the result is an exception state then the meaning is given in terms of the second sub-command, i.e., execution continues in the second sub-command with the current continuation and the new state.

Again, this continuation semantics for \( \mathcal{I} \) is not in CPS because the denotation of the throw command does not invoke its continuation and the recursive call in the denotation of a try-catch command is not in tail position. However, this continuation semantics can be transformed again into CPS yielding a continuation semantics in CPS with not one, but two continuations: a delimited continuation which is the continuation in the above semantics and a new meta-continuation \([64]\). For our semantics these two continuations are reminiscent of the success and failure continuations often used to describe the semantics of errors \([208]\). Indeed, these two continuations can be simplified to exactly a success continuation (the delimited continuation of the above semantics) and a failure continuation (the meta continuation obtained by CPS transforming the above semantics).

### 2.3 Operational semantics

In this section, we define three operational semantics for \( \mathcal{I} \). The semantics in Section 2.3.1 is in big-step style and defines the meaning of a program as its final result, thereby mirroring the direct semantics of Section 2.2.1. The semantics in Section 2.3.2 is in small-step style and defines the meaning of a program by its intermediate results. The semantics in Section 2.3.3 is in the style of a reduction semantics and adds to the small-step style an explicit representation of the context, thereby mirroring the continuation semantics of Section 2.2.2.

In contrast to a denotational semantics, an operational semantics specifies rules for manipulating symbols and the meaning of an expression is the process or result of performing these manipulations. In this sense, an operational semantics defines, at face value, only how computation takes place but not what the computation is describing. The rules given by an operational semantics can reflect the program execution in a more or less abstract way. Historically, rules would specify the execution of a program on some abstract machine, possibly after first translating the source program into a machine-language...
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program. A seminal example of this is Landin’s SECD machine for evaluating lambda expressions \[131\] and his subsequent definition of the Algol programming language by translation into these lambda expressions \[132\]. In this sense, the notion of an operational semantics has a long history predating that of denotational semantics. However, operational semantics has subsequently undergone vast changes in its use of formal methods and in its styles of presentation. A major turning point was Plotkin’s design of \textit{structural operational semantics} where the operational semantics is given by operational rules that are defined structurally on expressions of the source language. Thus, the operational rules are given directly for expressions of the language instead of indirectly by translation to another and often more complicated model. The subsequent development of standard proof techniques for relating static and dynamic aspects of a language semantics \[220\] further cemented the use of operational semantics as a standard tool in specifying the semantics of programming languages \[89, 108, 148, 154, 166, 219\].

In the following sections, we define each of the operational semantics in a purely syntactic form to clearly contrast it with the denotational semantics of the previous section. Other accounts are often more relaxed when it comes to mixing symbolic definitions with mathematical constructs.

2.3.1 A big-step structural operational semantics

Using the same syntax for \( \mathcal{A} \), we define a structural operational semantics for it. As in Section 2.2.1, each syntactic construct is given meaning directly in terms of the associated mathematical meaning for that construct. However, the value or meaning of a computation is a \textit{symbolic representation} as opposed to a \textit{mathematical representation}. The semantics is given in a \textit{big-step} style also known as a natural semantics \[123\]. This is because each judgment associates a syntactic construct to its final symbolic value in one big step.

Before we define the operational rules for expressions, we must define the symbolic representation of the ambient state of a program. Here the state is a store associating locations to numerals:

\[
\text{Store} \ni \sigma ::= e \mid \sigma[\ell \mapsto n]
\]

In words, the store is either empty, \( e \), or it contains an association of location, \( \ell \), with a value, \( n \), together with some sub-store, \( \sigma \). We use an auxiliary judgment to judge whether a location is associated with a value in a store defined by the following rules:

\[
\begin{align*}
\varepsilon(\ell) & = 0, \\
\sigma[\ell \mapsto n](\ell) & = n, \\
\ell & \neq \ell', \quad \sigma(\ell) = n, \\
\sigma[\ell' \mapsto n'](\ell) & = n
\end{align*}
\]

This judgment for looking up a location in a store defines a total function and can be proved by induction of the structure of the store. The first rule explicitly associates any unallocated location to the numerical representation of zero.

Given the definition of a store, we define the evaluation judgment for arithmetic expressions: \( \Downarrow \). This judgment associates to each arithmetic expression with a given store its numeric value:

\[
\Downarrow \subseteq \mathcal{AExp} \times \text{Store} \times \text{Num}
\]

The following rules define the judgment using infix notation:

\[
\begin{align*}
\langle n, \sigma \rangle \Downarrow n & \quad (\sigma(\ell) = n), \\
\langle \ell, \sigma \rangle \Downarrow n & \quad (\sigma[\ell \mapsto n])
\end{align*}
\]
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\[
\frac{(A_1, \sigma) \downarrow_A n_1 \quad (A_2, \sigma) \downarrow_A n_2 \quad \mathcal{N}(n) = \mathcal{N}(n_1) + \mathcal{N}(n_2)}{(A_1 + A_2, \sigma) \downarrow_A n}
\]

\[
\frac{(A_1, \sigma) \downarrow_A n_1 \quad (A_2, \sigma) \downarrow_A n_2 \quad \mathcal{N}(n) = \mathcal{N}(n_1) - \mathcal{N}(n_2)}{(A_1 - A_2, \sigma) \downarrow_A n}
\]

\[
\frac{(A_1, \sigma) \downarrow_A n_1 \quad (A_2, \sigma) \downarrow_A n_2 \quad \mathcal{N}(n) = \mathcal{N}(n_1) \times \mathcal{N}(n_2)}{(A_1 \times A_2, \sigma) \downarrow_A n}
\]

Each syntactic construct is given a value in terms of its associated mathematical meaning together with the value of its constituents: The value of a numeral with a given store is the numeral itself. The value of a location with a given store is the value associated with that location in the store. The value of an addition with a given store is the numeral that represents the mathematical meaning of addition as applied to the integers represented by the values of the sub-expressions. We define the value of a subtraction or multiplication similar to addition. The evaluation judgment \(\downarrow_A\) defines a total function from arithmetic expressions and stores to numerals. This can be proved by induction over the structure of arithmetic expressions.

Given the definition for arithmetic expressions, we define the evaluation judgment for boolean expressions: \(\downarrow_B\). This judgment associates to each boolean expression with a given store its symbolic truth value:

\[
\downarrow_B \subseteq \text{BExp} \times \text{Store} \times \text{Bool}
\]

The following rules define the judgment using infix notation:

\[
\frac{(b, \sigma) \downarrow_B b}{(A_1, \sigma) \downarrow_A n_1 \quad (A_2, \sigma) \downarrow_A n_2 \quad \mathcal{N}(n_1) \leq \mathcal{N}(n_2)}{(A_1 \leq A_2, \sigma) \downarrow_B \text{true}}
\]

\[
\frac{(A_1, \sigma) \downarrow_A n_1 \quad (A_2, \sigma) \downarrow_A n_2 \quad \mathcal{N}(n_1) \not\leq \mathcal{N}(n_2)}{(A_1 \leq A_2, \sigma) \downarrow_B \text{false}}
\]

\[
\frac{}{(B_1, \sigma) \downarrow_B \text{true} \quad (B_2, \sigma) \downarrow_B \text{false}}
\]

\[
\frac{}{(B_1, \sigma) \downarrow_B \text{true} \quad (B_2, \sigma) \downarrow_B \text{false}}
\]

\[
\frac{}{(B_1, \sigma) \downarrow_B \text{true} \quad (B_2, \sigma) \downarrow_B \text{false}}
\]

As described in detail for the rules of arithmetic expressions, we define the value of each syntactic construct in terms of the associated mathematical construct together with the value of the sub-expressions. Again, the evaluation judgment \(\downarrow_B\) defines a total function from boolean expressions and stores to syntactic truth values. This can be proved by induction over the structure of boolean expressions.

Given the definition for arithmetic expressions and boolean expressions, we define the evaluation judgment for commands \(\downarrow_C\). This judgment associates to each command with a given store its final store value, should one exist:

\[
\downarrow_C \subseteq \text{Com} \times \text{Store} \times \text{Store}
\]
The following rules define the judgment using infix notation:

\[
\begin{align*}
\langle \text{skip}, \sigma \rangle \Downarrow C \sigma & \quad \langle C_1, \sigma \rangle \Downarrow C \sigma' \quad \langle C_2, \sigma' \rangle \Downarrow C \sigma'' \\
\langle \ell := A, \sigma \rangle \Downarrow C \sigma'[\ell \rightarrow n] & \quad \langle B, \sigma \rangle \Downarrow B \text{true} \quad \langle C_1, \sigma \rangle \Downarrow C \sigma' \\
\langle C_1; C_2, \sigma \rangle \Downarrow C \sigma'' & \quad \langle B, \sigma \rangle \Downarrow B \text{false} \quad \langle C_2, \sigma \rangle \Downarrow C \sigma' \\
\langle \text{if } B \text{ then } C_1 \text{ else } C_2, \sigma \rangle \Downarrow C \sigma'' & \quad \langle B, \sigma \rangle \Downarrow B \text{false} \quad \langle C_2, \sigma \rangle \Downarrow C \sigma' \\
\langle B, \sigma \rangle \Downarrow B \text{true} & \quad \langle C, \sigma \rangle \Downarrow C \sigma' \\
\langle \text{while } B \text{ do } C, \sigma \rangle \Downarrow C \sigma'' & \quad \langle B, \sigma \rangle \Downarrow B \text{false} \\
\langle \text{while } B \text{ do } C, \sigma \rangle \Downarrow C \sigma & \quad \langle \text{while } B \text{ do } C, \sigma \rangle \Downarrow C \sigma
\end{align*}
\]

In words: The value of skip with a given store is the store. The value of a sequence command with a given store is the store obtained by threading the given store through the sequence of sub-commands. The value of an assignment with a given store is the extension of the store that associates the assigned-to location with the value of the arithmetic expression. The value of an if command with a given store is the value of the first or second sub-command depending on the value of the predicate. The value of a while command with a given store is the store if the value of the predicate is false. If the value of the predicate is true, then the value is the store obtained by threading the given store once through the sub-command and then through the same syntactic while command.

The evaluation judgment \( \Downarrow \) defines a partial function. This can be proved by structural induction on derivations of \( \Downarrow \).

Finally we define program evaluation as command evaluation starting with some initial store, e.g., the empty store:

**Definition 1** (program evaluation). A program \( C \) evaluates to the final store \( \sigma \) if and only if, \( \langle C, \epsilon \rangle \Downarrow C \sigma \) holds.

The evaluation of a program is deterministic as a corollary of \( \Downarrow \) defining a partial function.

This definition of a big-step semantics concludes our first operational semantics for \( \mathcal{I} \).

The definition is similar to the direct semantics of Section 2.2.1 but differs one important way. The definition for while commands is non-compositional: it is defined recursively on the while command itself, which is not a proper sub-expression. Indeed, this semantics can only define the meaning of terminating expressions as we will discuss in the following section.

**Computational aspects**

Similar to the direct-style denotational semantics of Section 2.2.1, this big-step structural operational semantics characterizes few computational aspects of the language. Compared to the direct semantics, extending the big-step semantics to handle errors and account for evaluation order requires more changes: we end up duplicating rules to account for, e.g., normal evaluations and erroneous evaluations. This duplication is largely due to the lack of higher-order abstractions in the big-step semantics caused by our insistence on using a purely syntactic account.

**Divergence** The rules defined for the while command admit divergence and as a result they violate the principle of structural recursion. Indeed, the value definition of a while command is defined recursively in terms of the value of the same command where only the store has potentially changed. In other words, there is no decreasing measure in our
definition and there might not be a value associated to a while command. For example, 
while true do C unconditionally diverges, and indeed, our semantics cannot associate a 
value to this term, i.e., there exist no finite derivation for this command. Assume we 
have a finite derivation \( D \) with sub-derivations \( E_1 \) and \( E_2 \) that associates a value to this 
command:

\[
\begin{align*}
(\text{true, } \sigma) \Downarrow_{B} & \text{true} \\
(C, \sigma) & \Downarrow_{C} \sigma' \\
(\text{while true do } C, \sigma) & \Downarrow_{C} \sigma'' \\
(\text{while true do } C, \sigma) & \Downarrow_{C} \sigma'' \\
\end{align*}
\]

Here the derivation \( E_2 \) must recursively contain the entire derivation \( D \) where \( \sigma' \) has 
been substituted for \( \sigma \). This causes the sub-derivation to be strictly larger than the entire 
derivation. This proves the non-existence of a finite derivation of \( E_2 \) and thus the non-
existence of a value for the command.

**Errors** There are several ways to account for errors in the big-step semantics. We might 
consider the inability to continue computation an “error”. In other words, at a particular 
point during evaluation there exists no rule that can be applied to the current expression 
which is then said to be stuck and as a result the entire computation has gone wrong. 
Just as divergence manifests itself as an infinitely expanding derivation, errors manifest 
themselves as the impossibility of expanding an incomplete derivation. A problem with 
this approach is that, from a formal standpoint, both of these aspects amount to the non-
existence of a derivation which is not immediately distinguishable. From a computational 
standpoint they are different. An error is the property of halting in an unexpected state 
whereas divergence is the property of never halting.

Alternatively we can introduce a distinguished value denoting an error, just as we did 
for the direct semantics of Section 2.2.1. We reuse the notation \( T^* \) to lift a type \( T \) to 
include errors and use \( v \) to denote either a value in \( T \) (the left injection) or the error 
value \( \bot \) (the right injection), i.e., \( v \in T^* = T + 1 \) for some \( T \). The store now maps an 
uninitialized location to the error value instead of zero:

\[
\varepsilon(\ell) = \bot \\
\sigma[\ell \mapsto n](\ell) = \langle n \rangle_{\text{val}} \\
\ell \neq \ell' \quad \sigma(\ell) = v \\
\sigma[\ell' \mapsto n'](\ell) = v
\]

The evaluation judgment must now account for the possibility of an error value. In con-
trast to the direct semantics, we must explicitly state rules for both the intended return 
value and the error value. The evaluation judgment now associates to each arithmetic 
expression with a given store its symbolic truth value or an error:

\[
\Downarrow_A \subseteq \text{AExp} \times \text{Store} \times \text{Num}^*
\]

In the non-error case the rules are simply restated to act on the non-error value (the left 
dereferencing) and errors when dereferencing are simply passed on:

\[
\begin{align*}
\langle n, \sigma \rangle & \Downarrow_A \langle n \rangle_{\text{val}} \\
\sigma(\ell) & = v \\
\langle \ell, \sigma \rangle & \Downarrow_A v
\end{align*}
\]

\[
\begin{align*}
\langle A_1, \sigma \rangle & \Downarrow_A \langle n_1 \rangle_{\text{val}} \\
\langle A_2, \sigma \rangle & \Downarrow_A \langle n_2 \rangle_{\text{val}} \\
N(n) & = N(n_1) + N(n_2) \\
\langle A_1 + A_2, \sigma \rangle & \Downarrow_A \langle n \rangle_{\text{val}}
\end{align*}
\]
2. The semantics of programming languages

\[
(A_1, \sigma) \downarrow_A (n_1)_{val} \quad (A_2, \sigma) \downarrow_A (n_2)_{val} \quad \mathcal{N}(n) = \mathcal{N}(n_1) - \mathcal{N}(n_2)
\]

\[
(A_1 - A_2, \sigma) \downarrow_A (n)_{val}
\]

\[
(A_1, \sigma) \downarrow_A (n_1)_{val} \quad (A_2, \sigma) \downarrow_A (n_2)_{val} \quad \mathcal{N}(n) = \mathcal{N}(n_1) \times \mathcal{N}(n_2)
\]

\[
(A_1 \times A_2, \sigma) \downarrow_A (n)_{val}
\]

In addition we must now specify the propagation of errors. To match the direct semantics of Section 2.2.1, we map any error in a sub-expressions to an error of the composite expression:

\[
(A_1, \sigma) \downarrow_A \bullet \quad (A_2, \sigma) \downarrow_A \bullet
\]

\[
(A_1 + A_2, \sigma) \downarrow_A \bullet 
\]

\[
(A_1, \sigma) \downarrow_A \bullet 
\]

\[
(A_2, \sigma) \downarrow_A \bullet
\]

\[
(A_1 - A_2, \sigma) \downarrow_A \bullet
\]

\[
(A_1 \times A_2, \sigma) \downarrow_A \bullet
\]

These rules specify a total function from arithmetic expressions and state to numerals or errors. Indeed, the same function as defined for direct semantics for $\mathcal{I}_{err}$.

**Evaluation order**  As in the denotational case, the inclusion of error values forces us to pick a particular order when evaluating a boolean-and expression. As discussed in Section 2.2.1, there are several choices of evaluation order. We use the same short-circuiting left-to-right evaluation order:

\[
(B_1, \sigma) \downarrow_B \bullet 
\]

\[
(B_1 \text{ and } B_2, \sigma) \downarrow_B \bullet
\]

\[
(B_1, \sigma) \downarrow_B \text{false}_{val} 
\]

\[
(B_1 \text{ and } B_2, \sigma) \downarrow_B \text{false}_{val}
\]

\[
(B_1, \sigma) \downarrow_B \text{true}_{val} 
\]

\[
(B_1 \text{ and } B_2, \sigma) \downarrow_B \text{true}_{val}
\]

In words: If the left-hand side evaluates to an error, the composite expression evaluates to an error. If the left-hand side evaluates to false, the composite expression evaluates to false. If the left-hand side evaluates to true, the composite expression evaluates to the evaluation of the right-hand side, i.e., an error, false or true.

In contrast to the direct-style denotational semantics in Section 2.2.1, the structural operational semantics has already fixed the evaluation order with respect to the store because the store is defined as an association of locations with numerals. To restate the evaluation rules for assignment commands to propagate errors, we are forced to evaluate the arithmetic expression at the time of assignment as opposed to doing so at the time of dereferencing the location. We can specify the evaluation order that delays the evaluation until dereferencing the location which is reminiscent of the call-by-name evaluation order. Doing so would require changing the type of our store to associate arithmetic expressions to locations and then update the rules for assignment and dereferencing accordingly.
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Control

As illustrated for errors and evaluation order in the above, it is cumbersome to specify computational aspects in the big-step semantics. In some cases the specification size can double. In the following sections, we present two other semantics that provide more expressive tools to specify these computational aspects.

2.3.2 A small-step structural operational semantics

Using the same syntax for $I$, we define another structural operational semantics. In the previous Section, we defined an operational semantics using a big-step style where each expression was associated to its final result. In this section, we define an operational semantics using a small-step style where each expression is associated with the expression resulting from a single step.

We reuse the syntactic definition of a store defined in Section 2.3.1 as well as the auxiliary judgment for looking up the value of a location in the store. The small-step operational semantics for $I$ takes the form of several judgments that associate with each expression the expressions that it can immediately step to. The judgments can be classified in two groups: the computational rules that define the actual computational steps, and the congruence rules that define how evaluation propagates through sub-expressions.

We start with the step judgment for arithmetic expressions that associates to each arithmetic expressions with a given store the arithmetic expression that is the result of a single computational step:

$$\Rightarrow_a \subseteq A\text{Exp} \times \text{Store} \times A\text{Exp}$$

The computational rules are defined as follows:

$$\sigma(\ell) = n \Rightarrow \langle \ell, \sigma \rangle \Rightarrow_a n$$

$$\mathcal{N}(n) = \mathcal{N}(n_1) + \mathcal{N}(n_2) \Rightarrow \langle n_1 + n_2, \sigma \rangle \Rightarrow_a n$$

$$\mathcal{N}(n) = \mathcal{N}(n_1) - \mathcal{N}(n_2) \Rightarrow \langle n_1 - n_2, \sigma \rangle \Rightarrow_a n$$

$$\mathcal{N}(n) = \mathcal{N}(n_1) \times \mathcal{N}(n_2) \Rightarrow \langle n_1 \times n_2, \sigma \rangle \Rightarrow_a n$$

Each rule specifies how an arithmetic expression of a particular shape can be directly reduced, i.e., what the expression steps to. A location with a given store steps to the value associated with that location in the store. An addition expression where the two sub-expressions are numerals steps to the numeral that represents the mathematical meaning of addition as applied to the integers represented by the sub-expressions. We define the step of a subtraction or of a multiplication similar to addition.

The congruence rules are defined as follows:

$$\langle A_1, \sigma \rangle \Rightarrow_a A'_1 \quad \langle A_2, \sigma \rangle \Rightarrow_a A'_2$$

$$\langle A_1 + A_2, \sigma \rangle \Rightarrow_a A'_1 + A'_2$$

$$\langle A_1, \sigma \rangle \Rightarrow_a A'_1$$

$$\langle A_1 - A_2, \sigma \rangle \Rightarrow_a A'_1 - A'_2$$

$$\langle A_1 \times A_2, \sigma \rangle \Rightarrow_a A'_1 \times A'_2$$

$$\langle A_1 * A_2, \sigma \rangle \Rightarrow_a A'_1 * A'_2$$

Each congruence rule specifies how an arithmetic expression of a particular shape can be reduced in terms of reductions of its sub-expressions. In particular, these congruence
rules specify a left-to-right evaluation order for the arithmetic operators. Any addition expression, for which the first sub-expression can take a step, can itself take a step by replacing its first sub-expression by the expression that the sub-expressions steps to. Any addition expression, for which the first sub-expression is a numeral and the second sub-expression can take a step, can itself take a step by replacing its second sub-expression by the expression that the sub-expressions steps to. The congruence rules for subtraction and multiplication are defined similar to those for addition.

Given the step judgment for arithmetic expressions, we define the step judgment that associates to each boolean expression with a given store the boolean expression that is the result of a single computational step:

\[ \Rightarrow_b \subseteq \text{BExp} \times \text{Store} \times \text{BExp} \]

The computational rules are defined as follows:

\[
\begin{align*}
N(n_1) \leq N(n_2) & \quad \Rightarrow_b n_1 \leq n_2, \sigma \Rightarrow_b \text{true} \\
N(n_1) \not\leq N(n_2) & \quad \Rightarrow_b n_1 \not\leq n_2, \sigma \Rightarrow_b \text{false} \\
\langle \text{not } \text{true}, \sigma \rangle & \Rightarrow_b \text{false} \\
\langle \text{false and } B_2, \sigma \rangle & \Rightarrow_b B_2 \]
\]

Each congruence rule specifies how a boolean expression of a particular shape can be reduced in terms of reductions of its sub-expressions. Again, these congruence rules specify a left-to-right evaluation order for the arithmetic operator. For the boolean-and expression the last rule specifies a short-circuiting evaluation order where reduction only occurs in the left-hand sub-expression.

Finally, we define the step judgment that associates to each command with a given store the command and store that is the result of a single computational step:

\[ \Rightarrow_c \subseteq \text{Com} \times \text{Store} \times \text{Com} \times \text{Store} \]

The computational rules are defined as follows:

\[
\begin{align*}
\langle \text{skip}; C_2, \sigma \rangle & \Rightarrow_c \langle C_2, \sigma \rangle \\
\langle \ell := n, \sigma \rangle & \Rightarrow_c \langle \text{skip}, \sigma[\ell \mapsto n] \rangle \\
\langle \text{if true then } C_1 \text{ else } C_2, \sigma \rangle & \Rightarrow_c \langle C_1, \sigma \rangle \\
\langle \text{if false then } C_1 \text{ else } C_2, \sigma \rangle & \Rightarrow_c \langle C_2, \sigma \rangle \\
\langle \text{while } B \text{ do } C, \sigma \rangle & \Rightarrow_c \langle \text{if } B \text{ then } (C; \text{ while } B \text{ do } C) \text{ else skip}, \sigma \rangle
\end{align*}
\]
These rules specify which commands can directly take a step. A sequence command for which the first sub-command is a skip, i.e., it is done, steps to the second sub-command leaving the store unchanged. An assignment command for which the right-hand side is a numeral steps to a skip, i.e., the assignment is done, and updates the store with a binding from the location to the numeral. An if command for which the predicate is the syntactic value true (resp. false) steps to the first (resp. second) sub-command leaving the store unchanged. A while command unconditionally expands to the sequence of its sub-command (i.e., its body) followed by the while command itself. The entire expression is then guarded by the predicate in an if command and leaves the store unchanged. The congruence rules are defined as follows:

\[ (C_1, \sigma) \Rightarrow_{_{\epsilon}} (C_1', \sigma') \quad (A, \sigma) \Rightarrow_{_{a}} A' \]
\[ (C_1 ; C_2, \sigma) \Rightarrow_{_{\epsilon}} (C_1'; C_2, \sigma') \quad (t := A, \sigma) \Rightarrow_{_{\epsilon}} (t := A', \sigma) \]
\[ (B, \sigma) \Rightarrow_{_{b}} B' \quad (\text{if } B \text{ then } C_1 \text{ else } C_2, \sigma) \Rightarrow_{_{\epsilon}} (\text{if } B' \text{ then } C_1 \text{ else } C_2, \sigma) \]

Each congruence rule specifies how a command of a particular shape can be reduced in terms of the reductions of its sub-expressions. In words, a sequence, for which the first sub-command can take a step, steps to the sequence where the first sub-command is replaced by the command it steps to. An assignment command, for which the right-hand side can take a step, steps to the assignment command where the right-hand side is replaced by the arithmetic expression it steps to. An if command, for which the predicate can take a step, steps to the if command where the predicate is replaced by the boolean expression it steps to.

To define the evaluation of a full program we define the reflexive and transitive evaluation judgment that expresses the iterative evaluation of commands:

\[ (C, \sigma) \Rightarrow_{^{*}} (C, \sigma) \quad (C', \sigma') \Rightarrow_{_{\epsilon}} (C'', \sigma'') \]
\[ (C, \sigma) \Rightarrow_{^{*}} (C, \sigma) \quad (C', \sigma') \Rightarrow_{_{\epsilon}} (C'', \sigma'') \]

**Definition 2** (final configurations). Using \( s \) and \( s' \) to denote configurations of a step judgment \( \Rightarrow \), a configuration is said to be a final configuration if no further step can be taken:

\[ s \text{ final} \iff \text{there exists no } s' \text{ such that } s \Rightarrow s' \text{ holds} \]

In particular, a skip command together with any store is a final configuration of the step judgment on commands, i.e., \( (\text{skip}, \sigma) \text{ final} \) holds.

The evaluation of a program is then defined as the iteration of the step judgment starting with some initial store, e.g., the empty store, to a final configuration:

**Definition 3** (program evaluation). A program \( C \) evaluates to the final store \( \sigma \) if and only if, \( (C, \epsilon) \Rightarrow_{^{*}} (\text{skip}, \sigma) \) holds.

The evaluation of a program is deterministic because each of the step judgments are deterministic.

**Computational aspects**

This small-step operational semantics expresses the individual computational steps and in so doing it expresses computational aspects of the language that the big-step semantics did not.
2. The semantics of programming languages

**Divergence** In the small-step semantics, divergence is characterized as a configuration, in our case an expression and a store, that cannot be evaluated to a final configuration:

**Definition 4** (diverging configurations). Using $s, s'$ and $s''$ to denote configurations of a step judgment $\Rightarrow$, a configuration is said to diverge if for all $s'$ such that $s \Rightarrow^* s'$ holds there exist an $s''$ such that $s' \Rightarrow s''$ holds, i.e., $s'$ final does not hold.

For example, for any command $C$ and store $\sigma$, the configuration $\langle$while true do $C$, $\sigma$\rangle diverges. First we show that for any configuration $s$, such that $\langle$while true do $C$, $\sigma$\rangle $\Rightarrow^* c s$ holds, then for some $C'$ and $\sigma'$ either

$$s = \langle$while true do $C$, $\sigma'$\rangle,  
s = \langle$if true then $C$; while true do $C$ else skip, $\sigma'$\rangle,  
or  
s = \langle$C'; while true do $C$, $\sigma'$\rangle.

In the first case, there exists a step which steps to an instance of the second case. In the second case, there exists a step which steps to an instance of the third case. In the third case we show that either $\langle C, \sigma \rangle$ diverges, in which case so does the above and we are done, or $\langle C', \sigma' \rangle \Rightarrow^*_c \langle$skip, $\sigma''\rangle$ holds. In the latter case, a non-empty sequence of steps exists to $\langle$while true do $C$, $\sigma''\rangle$ which is itself an instance of the first case.

**Errors** In the small-step operational semantics we define errors as stuck configurations. A stuck configuration is a configuration that cannot take a step and which is not an expected final configuration. The final configurations are those containing value expressions where values are a suitable subset of expressions. For arithmetic expressions, values are the numerals. For boolean expressions, values are the representations of the truth values. For commands, the skip command is the only value form.

**Definition 5** (stuck configurations). An arithmetic expression with a store is a stuck configuration if it is a final configuration and the arithmetic expression is not a numeral. A boolean expression with a store is a stuck configuration if it is a final configuration and the boolean expression is not true or false. A command with a store is a stuck configuration if it is a final configuration and the command is not skip.

$$\langle A, \sigma \rangle \text{ stuck } \iff \langle A, \sigma \rangle \text{ final and } A \notin \text{Num}$$

$$\langle B, \sigma \rangle \text{ stuck } \iff \langle B, \sigma \rangle \text{ final and } B \notin \text{Bool}$$

$$\langle C, \sigma \rangle \text{ stuck } \iff \langle C, \sigma \rangle \text{ final and } C \neq \text{skip}$$

To introduce errors we simply remove one of the rules in the store-lookup judgment. Instead of associating zero to an unallocated location we simply remove the rule altogether. Nothing else is changed. In this formulation errors are represented by a property of the semantics, i.e., by the meta-level language. This in contrast to the other semantics we have seen so far that all represent errors by an explicit semantic object.

In addition to specifying errors, this small-step operational semantics has already made explicit the order of evaluation. Defining the semantics in sufficiently small steps forces the specification of evaluation order. However, the semantics does not easily allow us to specify arbitrary control effects which is the topic of the following section.
2.3.3 A reduction semantics

Using the same syntax for $I$, we define another operational semantics for the $I$ language. This operational semantics is given in the form of a reduction semantics and exposes additional aspects of $I$'s computational structure. The notion of a reduction semantics was invented by Felleisen to facilitate syntactic definitions of control and state \[85\]. Section 2.2.2 illustrated how the continuation semantics made explicit the context of the computation as a mathematical construct called the continuation. To similar effect, the reduction semantics makes explicit the context of the computation as a syntactic construct called the reduction context or sometimes the evaluation context.

A reduction semantics is typically specified in three parts: 1. the grammar of expressions, 2. the grammar of reduction contexts, and 3. the contraction rules. The expressions of our language are the same as defined in Section 2.1. The reduction context define the places where reduction can occur. These contexts correspond to the places in an expression where the congruence rules defined in Section 2.3.2 allow steps in sub-expressions to take place. The contraction rules define which expressions can be contracted, within some context, to form a reduced expression. These contraction rules correspond to the computational rules defined in Section 2.3.2.

We start by defining the contraction rules for each of the syntactic domains. These contraction rules are transliterated directly from the computational rules of the small-step structural operational semantics in Section 2.3.2. The four computational rules for arithmetic expressions become four contraction rules for arithmetic expressions:

\[
\langle \ell, \sigma \rangle \rightarrow_\alpha n \quad \text{where } \sigma(\ell) = n
\]
\[
\langle n_1 + n_2, \sigma \rangle \rightarrow_\alpha n \quad \text{where } N(n) = N(n_1) + N(n_2)
\]
\[
\langle n_1 - n_2, \sigma \rangle \rightarrow_\alpha n \quad \text{where } N(n) = N(n_1) - N(n_2)
\]
\[
\langle n_1 \times n_2, \sigma \rangle \rightarrow_\alpha n \quad \text{where } N(n) = N(n_1) \times N(n_2)
\]

These rules define a contraction judgment using a slightly different notation: the judgment holds if and only if the premises hold, where the premises are specified in a conditional clause to the right of the rule. An expression that matches the left-hand side of a rule is called a redex (short hand for reducible expression) and the result of contracting a redex to match the right-hand side of a rule is called the contractum.

The six computational rules for boolean expressions become six contraction rules for boolean expressions:

\[
\langle n_1 \leq n_2, \sigma \rangle \rightarrow_\beta \text{true} \quad \text{where } N(n_1) \leq N(n_2)
\]
\[
\langle n_1 \leq n_2, \sigma \rangle \rightarrow_\beta \text{false} \quad \text{where } N(n_1) \not\leq N(n_2)
\]
\[
\langle \text{not true}, \sigma \rangle \rightarrow_\beta \text{false}
\]
\[
\langle \text{not false}, \sigma \rangle \rightarrow_\beta \text{true}
\]
\[
\langle \text{true and } B_2, \sigma \rangle \rightarrow_\beta B_2
\]
\[
\langle \text{false and } B_2, \sigma \rangle \rightarrow_\beta \text{false}
\]

The five computational rules for commands become five contraction rules for commands:

\[
\langle \text{skip; } C_2, \sigma \rangle \rightarrow_\epsilon \langle C_2, \sigma \rangle
\]
\[
\langle \ell := n, \sigma \rangle \rightarrow_\epsilon \langle \text{skip, } \sigma[\ell \rightarrow n] \rangle
\]
\[
\langle \text{if true then } C_1 \text{ else } C_2, \sigma \rangle \rightarrow_\epsilon \langle C_1, \sigma \rangle
\]
\[
\langle \text{if false then } C_1 \text{ else } C_2, \sigma \rangle \rightarrow_\epsilon \langle C_2, \sigma \rangle
\]
\[
\langle \text{while } B \text{ do } C, \sigma \rangle \rightarrow_\epsilon \langle \text{if } B \text{ then } (C; \text{ while } B \text{ do } C) \text{ else skip, } \sigma \rangle
\]
2. The semantics of programming languages

We define the grammar of reduction contexts for each of the syntactic domains in correspondence with the congruence rules of the small-step structural operational semantics in Section 2.3.2. The six congruence rules for arithmetic expressions give rise to six non-terminals in the grammar of arithmetic reduction contexts together with a single terminal denoting the empty context:

\[ \text{ACtx} \ni E_a ::= \Box \mid E_a + A_2 \mid n_1 + E_a \mid E_a \cdot A_2 \mid n_1 \cdot E_a \mid E_a * A_2 \mid n_1 * E_a \]

The four congruence rules for boolean expressions give rise to four non-terminals in the grammar of boolean reduction contexts together with a single terminal denoting the empty context:

\[ \text{BCtx} \ni E_b ::= \Box \mid E_a \leq A_2 \mid n_1 \leq E_a \mid \text{not } E_b \mid E_b \cdot B_2 \]

The three congruence rules for commands give rise to three non-terminals in the grammar of command reduction contexts together with a single terminal denoting the empty context:

\[ \text{CCtx} \ni E_c ::= \Box \mid E_c ; C_2 \mid \ell := E_a \mid \text{if } E_b \text{ then } C_1 \text{ else } C_2 \]

With these definitions we define one-step reduction as the closure of the contraction rules over the reduction contexts. There are three reduction rules, one for each type of contraction that can take place: contraction of an arithmetic expression, contraction of a boolean expression, and contraction of a command:

**Definition 6** (one-step reduction). The one-step-reduction judgment is inductively defined by the three rules:

\[
\begin{align*}
\langle A, \sigma \rangle & \rightarrow_a A' & & \langle B, \sigma \rangle & \rightarrow_a B' & & \langle C, \sigma \rangle & \rightarrow_c \langle C', \sigma' \rangle \\
\langle E_c[A], \sigma \rangle & \rightarrow_c \langle E_c[A'], \sigma \rangle & & \langle E_c[B], \sigma \rangle & \rightarrow_c \langle E_c[B'], \sigma \rangle & & \langle E_c[C], \sigma \rangle & \rightarrow_c \langle E_c[C'], \sigma' \rangle
\end{align*}
\]

In words, if a command \( C \) decomposes into a reduction context \( E_c \) and a reducible arithmetic expression, the command reduces to the recomposition of the reduction context with the contractum of the reducible arithmetic expression leaving the store unchanged. Likewise for a reducible boolean expression and a reducible command, only for commands the store can be changed.

Evaluation is the reflexive transitive closure of one-step reduction:

**Definition 7** (reduction-based evaluation).

\[
\langle C, \sigma \rangle \rightarrow_c \langle C', \sigma' \rangle \quad \langle C', \sigma' \rangle \rightarrow_c \langle C'', \sigma'' \rangle
\]

Evaluation of a program is then defined as the iteration of one-step reduction with some initial store, e.g., the empty store, to a final value:

**Definition 8** (program evaluation). A program \( C \) evaluates to the final store \( \sigma \), if and only if \( \langle C, \epsilon \rangle \rightarrow_c^{*} \langle \text{skip}, \sigma \rangle \) holds.

The evaluation of a program is deterministic if and only if decomposition, contraction and recomposition are deterministic. Recomposition is deterministic by definition and in our case contraction and decomposition are also deterministic. In general, unique or deterministic decomposition can be hard to prove [221]. In Section 4.1 we give a method to derive the grammar of reduction contexts and the decomposition function mechanically starting from a compositional specification and where unique decomposition follows as a corollary.
2.4. Representations and implementations

Computational aspects

The reduction semantics can almost be seen as simply a stylistic alternative to a small-step structural operational semantics. Indeed, the semantics as stated specifies the same computational aspects using the same mechanisms as in Section 2.3.2. The key difference is the explicit specification of contexts as a semantic object in its own right as opposed to a set of congruence rules. This difference allows use of the context of a computation to specify control operators, e.g., goto, call/cc, and co-routines.

Control

To illustrate the specification of control operators, we consider the extended language $\mathcal{I}_{\text{exc}}$ with the same try-catch exceptions as in Section 2.2.2. The syntax of commands is extended with two operators:

$$\text{Com} \ni C ::= \cdots \mid \text{throw} \mid \text{try } C \text{ catch } C$$

The contexts are likewise extended to allow reduction in the body of a try-catch expression:

$$\text{CCtx} \ni E_c ::= \cdots \mid \text{try } E_c \text{ catch } C$$

In addition we define a subtype of command contexts to denote the context in which an exception can be thrown. This can happen in a command sequence or in the body of a try command:

$$\text{ExcCtx} \ni F ::= \Box \mid F; C_2$$

This is a proper subtype such that $\text{ExcCtx} \subset \text{CCtx}$.

The contraction rules for these control operators are simply added to the existing rules defining the contraction judgment for commands:

$$\langle \text{try skip catch } C, \sigma \rangle \rightarrow_c \langle \text{skip}, \sigma \rangle$$

$$\langle \text{try } F[\text{throw}] \text{ catch } C, \sigma \rangle \rightarrow_c \langle C, \sigma \rangle$$

In words: A try-catch where the body is reduced to a skip command reduces to a skip command, i.e., the exception-handling command is disregarded. A try-catch where the body is reduced to a throw command, in the restricted context allowing exceptions, reduces to the exception-handling command. In both cases the store remains unchanged.

An alternative but equivalent specification of exceptions could define throw as a command value in addition to the skip value. The reduction rules would then propagate the throw value through commands. These propagation rules would correspond exactly to the exception contexts defined above. Indeed, this style of specification would be used to add exceptions to the small-step semantics in Section 2.3.2. However, with an explicit grammar of contexts, we can state operators that capture the context and allow to later reinstantiate it, e.g., for co-routines or other advanced control operators.

2.4 Representations and implementations

In this section we give two implementations of $\mathcal{I}$: the first implements the direct semantics of Section 2.2.1 and the second implements the reduction semantics of Section 2.3.3. The implementation language is a pure functional subset of core Standard ML [146]. The implementations are used in the following two chapters to illustrate the functional correspondence (Chapter 3) and the syntactic correspondence (Chapter 4). We will largely take
these implementations in a pure functional languages to be our specifications, i.e., they are definitional interpreters in the sense of Reynolds [176]. Indeed, the specification of a programming language by way of a functional implementation has a long-standing tradition going back to McCarthy's original specification of LISP in LISP [142], and Landin's specification of Algol as a translation to lambda expressions for execution on the SECD machine [131, 132]. The discussion of what is the meaning of a specification for a programming language is just as long-standing going back to Scott's critique of the untyped \(\lambda\)-calculus [189]. This discussion has fostered a large amount of research in developing theories for semantic specifications and methods to relate them. It has also fostered research on semantics-based generation of implementations as can be gathered in Schmidt's textbook [186, Chapter 10]. Before defining the implementations of \(\mathcal{I}\), we review a few central concepts for relating semantic specifications, representations and implementations.

**Adequacy** Following LF terminology [109, 110], an adequate representation is an encoding of the semantic apparatus that is isomorphic to the informal specification. Thus, any element of the informal semantics must be represented in the encoding by a bijection. Furthermore, this bijection must be structure preserving, i.e., it must preserve contextual properties of the informal semantics such as substitution.

The term ‘adequacy’ is sometimes used to refer to the soundness of a semantics with respect to another semantics or to an implementation. We discuss soundness in the subsequent paragraphs.

**Observational equivalence** Two expressions are said to be observationally equivalent if we can freely replace any occurrence of one by the other in any program without an observable difference. More precisely, \(e_1\) and \(e_2\) are observationally equivalent if and only if, for all contexts \(C\):

\[
\sigma(C[e_1]) = \sigma(C[e_2])
\]

Where \(C\) is a one-hole context such that \(C[e_1]\) and \(C[e_2]\) are well-formed and closed expressions. The observation function, \(\sigma\), is some function from expressions to observable outcomes. The definition of this function, and thus what constitutes an observable outcome, is relative to our intended use for the semantics. An observable outcome could be as simple as the final result produced by an implementation, or it could be as complicated as the trace of input-output behavior.

**Soundness** A semantics is sound if the expressions it equates are observationally equivalent. More precisely, a semantics defined by the semantic function, \(\llbracket \cdot \rrbracket\), is sound if and only if, \(\llbracket e_1 \rrbracket = \llbracket e_2 \rrbracket\) implies that \(e_1\) and \(e_2\) are observationally equivalent. Conversely, an implementation is correct if all semantically equivalent expressions are observationally equivalent where the observable outcomes are defined in terms of the implementation.

\[\text{By an informal specification, we mean a specification as defined “on paper” as opposed to a mechanized specification in a fully formalized system, such as LF.}\]
2.4. Representations and implementations

The functional representation of well-formed expressions is shown in Figure 2.2. We represent each syntactic domain by an inductively defined data type, e.g., AExp becomes the data type aexp. Each production within the syntactic domain is represented by a constructor of that data type, e.g., + which takes two subexpressions in AExp becomes the constructor ADD which takes two values of type aexp. This encoding is an adequate representation of the syntax of I. The algebraic data types of Standard ML define inductive types \(^6\) these are easily shown to be in one-to-one correspondence with the BNF grammar of I. There are no binding constructs in the language and thus no need for substitution, i.e., it is sufficient to witness this bijection to show adequacy.

\(^5\)Reynolds discusses full abstraction for a similar imperative language [178, Chapter 2.8].

\(^6\)This is in contrast to many other languages, such as OCaml and Haskell, where algebraic data types do not define inductive types.

### Full abstraction

A semantics is **fully abstract** if it is in complete agreement with observational equivalence. More precisely, a semantics defined by the semantic function, \(\lbrack \cdot \rbrack\), is fully abstract if and only if, the semantics is sound, and if \(e_1\) and \(e_2\) are observationally equivalent, then \(\lbrack e_1 \rbrack = \lbrack e_2 \rbrack\).

Let us define the observable outcomes of a command in I to be either that it diverges or that it converges with some value at a particular locations in the store, as defined by any one of the operational evaluation definitions in Section 2.3. Then both the direct semantics and the continuation semantics are fully abstract and thus all of the semantics of Chapter 2, both denotational and operational, define the same language. However, for more realistic languages that include elements at higher types, defining a fully abstract denotational semantics has proved difficult, as initially pointed out by Plotkin [170].

### 2.4.1 A functional representation of the abstract syntax

In this section, we give a functional representation of the syntax of I as defined in Section 2.1. We leave the implementation of numerals and locations opaque and construct them by injections from the integers. Similarly, we leave the implementation of the integers opaque and assume the actual implementation adequate. The Standard ML signatures for integers, numerals and locations are displayed in Figure 2.1. All remaining definitions in Standard ML assume that a valid implementation of each is lexically available.

The functional representation of well-formed expressions is shown in Figure 2.2. We represent each syntactic domain by an inductively defined data type, e.g., AExp becomes the data type aexp. Each production within the syntactic domain is represented by a constructor of that data type, e.g., + which takes two subexpressions in AExp becomes the constructor ADD which takes two values of type aexp. This encoding is an adequate representation of the syntax of I. The algebraic data types of Standard ML define inductive types \(^6\) these are easily shown to be in one-to-one correspondence with the BNF grammar of I. There are no binding constructs in the language and thus no need for substitution, i.e., it is sufficient to witness this bijection to show adequacy.
2. The semantics of programming languages

2.4.2 A functional implementation of the direct semantics

In this section, we give a functional implementation of the direct semantics of $\mathcal{S}$ as defined in Section 2.2.1. The implementation uses the signature of integers in Figure 2.1 to represent $\mathbb{Z}$. The built-in Standard ML type bool represents $\mathbb{B}$. The two constructors true and false represent T and F respectively, not represents negation, andalso represents conjunction (which happens to be short-circuiting), and the conditional expression if _ then _ else _ represents the mathematical conditional expression. The total function space for state is represented by the function type: 

$$\text{type state} = \text{loc} \to \text{int}$$

This function space is total in the encoding. Just as in the semantics, we define evaluation of a program with respect to an initial state defined by a total function.

We transliterate the definition in Section 2.2.1 to ML as shown in Figure 2.3. Each syntactic function (\$aexp\$, \$bexp\$, and \$com\$) is transliterated to an ML function in curried form (aeval, beval, and ceval). To represent the least fixed point we use local recursion which is, in Standard ML, defined by the least fixed point. The implementation is correct. Expressions of undefined meaning fail to terminate and expressions of well-defined meaning terminate with a value that represents this meaning. The implementation is not easily shown to be adequate. In particular, the function space of ML is partial and as such there are representable expressions in the encoding of state that cannot be mapped back to elements in the total function space of the informal semantics. As it happens, we can show that our encoding never constructs such undefined expressions, e.g., any function in the encoding of state is a total function. Proving adequacy is possible but is complicated by these issues and outside the scope of these dissertation. However, in Chapter 11 we illustrate how to prove adequacy of encodings in a logical framework and how to apply derivational techniques similar to those presented in the remainder of this thesis.
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```plaintext
datatype aval = VNUM of num
| PR_REF of loc
| PR_ADD of aval + aval
| PR_SUB of aval + aval
| PR_MUL of aval + aval

datatype bval = VTRUE
| VFALSE

datatype bred = PR_LEQ of aval * aval
| PR_NOT of bval
| PR_AND of bval * bexp

datatype cred = PR_SEQ of cval + com
| PR_SET of loc + aval
| PR_IF of loc + com + com
| PR_WHILE of bexp + com

datatype store = EMPTY
| ASSOC of loc + aval + store

(* loc * store -> aval option *)
fun lookup (l, EMPTY) = VNUM 0
| lookup (l, ASSOC (l', v, st)) = if l = l' then v else lookup (l, st)
```

Figure 2.4: A functional representation of values and redexes

```plaintext
datatype aexp = NUM of int

(* ared * store -> aexp *)
fun contract_ared (PR_REF l, st) = aexp_of_val (lookup (l, st))
| contract_ared (PR_ADD (VNUM n1, VNUM n2), st) = NUM (n1 + n2)
| contract_ared (PR_SUB (VNUM n1, VNUM n2), st) = NUM (n1 - n2)
| contract_ared (PR_MUL (VNUM n1, VNUM n2), st) = NUM (n1 * n2)

(* bred -> bexp *)
fun contract_bred (PR_LEQ (VNUM n1, VNUM n2)) = if n1 <= n2 then TRUE else FALSE
| contract_bred (PR_NOT VTRUE) = FALSE
| contract_bred (PR_NOT VFALSE) = TRUE
| contract_bred (PR_AND (VTRUE, b2)) = b2
| contract_bred (PR_AND (VFALSE, b2)) = FALSE

(* cred * store -> com * store *)
fun contract_cred (PR_SEQ (VSKIP, c2), st) = (c2, st)
| contract_cred (PR_SET (l, v), st) = (SKIP, ASSOC (l, v, st))
| contract_cred (PR_IF (VTRUE, c1, c2), st) = (c1, st)
| contract_cred (PR_IF (VFALSE, c1, c2), st) = (c2, st)
| contract_cred (PR_WHILE (b, c), st) = (IF (b, SEQ (c, WHILE (b, c)), SKIP), st)
```

Figure 2.5: A functional representation of the store

Figure 2.6: A functional implementation of the contraction rules

2.4.3 A functional implementation of the reduction semantics

In this section, we give a functional implementation of the reduction semantics of \( \mathcal{F} \) as defined in Section 2.3.3. The implementation uses syntactic representations for subtypes of values and represents each of these subtypes by a distinct data type. By doing so, the type system proves that if a value is constructed it is indeed a value of the respective syntactic domain. We use \( \text{fun aexp_of_val (VNUM n) = NUM n} \) to embed numeric values in numeric expressions. The value of an arithmetic expression is a numeral, the value of a boolean expression is a representation of a truth value, the value of a command is the unit of a command, i.e., the skips command. In addition to the subtypes of values, we define the subtypes of redexes as a data type (Figure 2.4). The store is implemented with a data type and an auxiliary lookup function which is a total function that looks up the value at a location (Figure 2.5). Contraction is implemented by one function for each of the contraction judgments defined over the structure of redexes (Figure 2.6).
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```haskell
datatype ccont
  = C0                   (* []  *)
  | C1 of ccont * com   (* E;..; c2 ] *)

datatype bcont
  = B1 of bcont       (* E[not ]  *)
  | B2 of bcont * bexp (* E[... and b2 ] *)
  | B3 of ccont * com * com (* E[if ... then c1 else c2 ] *)

datatype acont
  = A1 of acont * aexp (* E[ + ...] *)
  | A2 of acont * aexp (* E[- a2 ] *)
  | A3 of acont * aexp (* E[+ a2 ] *)
  | A4 of aexp * acont (* E[v1 + ...] *)
  | A5 of aexp * acont (* E[v1 - ...] *)
  | A6 of aexp * acont (* E[v1 * ...] *)
  | A7 of bcont * aexp (* E[<= a2 ] *)
  | A8 of aexp * bcont (* E[v1 <= ...] *)
  | A9 of loc * ccont (* E[l := ...] *)
```

Figure 2.7: A functional representations of contexts

```haskell
(* ccont * com -> com *)
fun recompose_ccont (C0, c ) = c
| recompose_ccont (C1 (k, c2), c1) = recompose_ccont (k, SEQ (c1, c2))

(* bcont * bexp -> com *)
fun recompose_bcont (B1 k, b ) = recompose_bcont (k, NOT b)
| recompose_bcont (B2 (k, b2), b1) = recompose_bcont (k, AND (b1, b2))
| recompose_bcont (B3 (k, c1, c2), b ) = recompose_ccont (k, IF (b, c1, c2))

(* acont * aexp -> com *)
fun recompose_acont (A1 (k, a2), a1) = recompose_acont (k, ADD (a1, a2))
| recompose_acont (A2 (k, a2), a1) = recompose_acont (k, SUB (a1, a2))
| recompose_acont (A3 (k, a2), a1) = recompose_acont (k, MUL (a1, a2))
| recompose_acont (A4 (v1, k), a2) = recompose_acont (k, ADD (aexp_of_val v1, a2))
| recompose_acont (A5 (v1, k), a2) = recompose_acont (k, SUB (aexp_of_val v1, a2))
| recompose_acont (A6 (v1, k), a2) = recompose_acont (k, MUL (aexp_of_val v1, a2))
| recompose_acont (A7 (k, a2), a1) = recompose_bcont (k, LEQ (a1, a2))
| recompose_acont (A8 (v1, k), a2) = recompose_bcont (k, LEQ (aexp_of_val v1, a2))
| recompose_acont (A9 (l, k), a ) = recompose_ccont (k, SET (l, a))
```

Figure 2.8: Recomposition of an expression and its context into a command

The representation of contexts is implemented inside-out (Figure 2.7). By inside-out, we mean that the outermost data constructor represents the inner-most expression context. Recomposing, or plugging, an expression into a context to construct an expression thus proceeds by iteratively constructing a larger expression until the context is empty, i.e., it is the left fold over the data type of contexts (Figure 2.8). Also, in our encoding we only ever consider the operation of recomposing into a full command, i.e., we always reconstruct the entire program.

Decomposition is implemented by two functions for each of the syntactic domains. For arithmetic expressions, decompose_aexp is defined over the structure of arithmetic expres-
2.4. Representations and implementations

```haskell
datatype val_or_dec
    = VAL of cval (* C = skip *)
    | ADEC of ared * acont (* C = E[a] and a is a redex *)
    | BDEC of bred * bcont (* C = E[b] and b is a redex *)
    | CDEC of cred * ccont (* C = E[c] and c is a redex *)

(* acont * aval -> val_or_dec *)
fun decompose_acont (A1 (k, a2), v1) = decompose_aexp (a2, A4 (v1, k))
| decompose_acont (A2 (k, a2), v1) = decompose_aexp (a2, A5 (v1, k))
| decompose_acont (A3 (k, a2), v1) = decompose_aexp (a2, A6 (v1, k))
| decompose_acont (A4 (v1, k), v2) = ADEC (PR_ADD (v1, v2), k)
| decompose_acont (A5 (v1, k), v2) = ADEC (PR_SUB (v1, v2), k)
| decompose_acont (A6 (v1, k), v2) = ADEC (PR_MUL (v1, v2), k)
| decompose_acont (A7 (k, a2), v1) = decompose_aexp (a2, A8 (v1, k))
| decompose_acont (A8 (v1, k), v2) = BDEC (PR_LEQ (v1, v2), k)
| decompose_acont (A9 (l, k), v ) = CDEC (PR_SET (l, v), k)

(* aexp * acont -> val_or_dec *)
and decompose_aexp (NUM n, k) = decompose_acont (k, VNUM n)
| decompose_aexp (REF l, k) = ADEC (PR_REF l, k)
| decompose_aexp (ADD (a1, a2), k) = decompose_aexp (a1, A7 (k, a2))
| decompose_aexp (SUB (a1, a2), k) = decompose_aexp (a1, A2 (k, a2))
| decompose_aexp (MUL (a1, a2), k) = decompose_aexp (a1, A3 (k, a2))

Figure 2.9: Decomposition of a non-value arithmetic expression into the next redex and its evaluation context

(* bcont * bval -> val_or_dec *)
fun decompose_bcont (B1 k, v ) = BDEC (PR_NOT v, k)
| decompose_bcont (B2 (k, b2), v1) = BDEC (PR_AND (v1, b2), k)
| decompose_bcont (B3 (k, c1, c2), v ) = CDEC (PR_IF (v, c1, c2), k)

(* bexp * bcont -> val_or_dec *)
fun decompose_bexp (TRUE, k) = decompose_bcont (k, VTRUE)
| decompose_bexp (FALSE, k) = decompose_bcont (k, VFALSE)
| decompose_bexp (LEQ (a1, a2), k) = decompose_aexp (a1, A7 (k, a2))
| decompose_bexp (NOT b, k) = decompose_bexp (b, B1 k)
| decompose_bexp (AND (b1, b2), k) = decompose_bexp (b1, B2 (b, k))

Figure 2.10: Decomposition of a non-value boolean expression into the next redex and its evaluation context
```

Sions and decompose_acont is defined over the structure of arithmetic expression contexts (Figure 2.9). Given an arithmetic expression and the context of the expression, these functions find the next redex and its reduction context. Likewise, the decomposition of boolean expressions is defined by decompose_bexp and decompose_bcont (Figure 2.10), and the decomposition of commands is defined by decompose_com and decompose_ccont (Figure 2.11).

One-step reduction is implemented as the composition of decomposition, contraction and recomposition (Figure 2.12). And reduction-based evaluation as the iteration of one-step reduction (Figure 2.13).
2. The semantics of programming languages

```haskell
(* ccont * cval -> val_or_dec *)
fun decompose_ccont (C0, v) = VAL v
  | decompose_ccont (C1 (k, c2), v1) = CDEC (PR_SEQ (v1, c2), k)

(* com * ccont -> val_or_dec *)
fun decompose_com (SKIP, k) = decompose_ccont (k, VSKIP)
  | decompose_com (SEQ (c1, c2), k) = decompose_ccom (c1, C1 (k, c2))
  | decompose_com (SET (l, a), k) = decompose_aexp (a, A9 (l, k))
  | decompose_com (IF (b, c1, c2), k) = decompose_bexp (b, B3 (k, c1, c2))
  | decompose_com (WHILE (b, c), k) = CDEC (PR _WHILE (b, c), k)

(* com -> val_or_dec *)
fun decompose t = decompose_com (t, C0)
```

Figure 2.11: Decomposition of a non-value command into the next redex and its evaluation context

```haskell
(* com * state -> com * state *)
fun reduce (c, st) =
  (case decompose c
   of VAL v => (com_of_val v, st)
    | ADEC (r, E) => (recompose_acont (E, contract_ared (r, st))), st)
    | BDEC (r, E) => (recompose_bcont (E, contract_bred r), st)
    | CDEC (r, E) => let val
      (c', st') = contract_cred (r, st)
      in decompose_ccont (E, c'), st'
    end)
```

Figure 2.12: A functional implementation of one-step reduction

```haskell
(* val_or_dec * store -> store *)
fun iterate (VAL VSKIP, st) = st
  | iterate (ADEC (r, E), st) = iterate (decompose (recompose_acont (E, contract_ared (r, st))), st)
  | iterate (BDEC (r, E), st) = iterate (decompose (recompose_bcont (E, contract_bred r)), st)
  | iterate (CDEC (r, E), st) = let val
      (c', st') = contract_cred (r, st)
      in iterate (decompose (recompose_ccont (E, c')), st')
    end
```

Figure 2.13: A functional implementation of reduction-based evaluation

Each component in this implementation can be shown adequate by structural induction. The proofs are straightforward because all of the data representations are first order, i.e., there are no local forms of binding, and the judgments of the reduction semantics are deterministic and total save the final evaluation judgment.
Chapter 3

A functional correspondence: from higher-order interpreter to abstract machine

The functional correspondence makes it possible to inter-derive a higher-order and compositional interpreter and the functional implementation of an abstract machine. This chapter describes each step of the functional correspondence as it applies to the definitional interpreters for \( \mathcal{I} \) introduced in Chapter 2. Our starting point is the functional implementation of the direct semantics defined in Section 2.4.2. The first step is the continuation-passing style transformation that given an implementation of the semantics in direct style will produce an implementation of the semantics in continuation-passing style. The second step is defunctionalization that given an implementation of the semantics in continuation-passing style, i.e., an implementation using higher-order functions, will produce a first-order implementation in the style of an abstract machine, i.e., in the form of a state-transition system. Each of these programs are obtained by mechanical and fully-correct program transformations and represent different encodings of the same computation.

3.1 The CPS transformation: from direct-style to continuation-style

The list of co-discoverers of continuations, CPS transformations, and control operators is long and the list of their uses is even longer. We refer the interested reader to the historical notes by Reynolds [177] and Landin [133] and to Danvy’s doctorate [60].

Danvy summarizes the transformation into continuation-passing style in three steps [55]: 1. name all intermediate results, 2. sequentialize these results, and 3. pass an extra argument to each call that will map these named and sequentialized results to the final result.

Consider the evaluation function for arithmetic expressions, here using ML’s notation for curried arguments:
Let us CPS transform this function in three steps:

1. We name intermediate results with let-expressions:

\[
\begin{align*}
\text{fun } &\text{aeval} \ (\text{NUM } n) \ s \ = \ \text{refl} \ n \\
\text{fun } &\text{aeval} \ (\text{REF } l) \ s \ = \ s \ l \\
\text{fun } &\text{aeval} \ (\text{ADD } (a1, a2)) \ s \ = \ \text{aeval} \ a1 \ s + \text{aeval} \ a2 \ s \\
\text{fun } &\text{aeval} \ (\text{SUB } (a1, a2)) \ s \ = \ \text{aeval} \ a1 \ s - \text{aeval} \ a2 \ s \\
\text{fun } &\text{aeval} \ (\text{MUL } (a1, a2)) \ s \ = \ \text{aeval} \ a1 \ s + \text{aeval} \ a2 \ s
\end{align*}
\]

The numeral case has one intermediate result named \( v \) which is the integer reflection of the numeral. The dereferencing case has one intermediate result named \( v \) which is the result of looking up the location in the store. This result is the final result. The arithmetic operators have three intermediate results. The first intermediate result named \( v1 \) is the result of the recursive call on the first subexpression. The second intermediate result named \( v2 \) is the result of the recursive on the second subexpression. The third intermediate result named \( v3 \) is the result of the arithmetic operator applied to the previous two results. The third intermediate result is the final result.

2. We sequentialize these let-expressions:

\[
\begin{align*}
\text{fun } &\text{aeval} \_1 \ (\text{NUM } n) \ s \\
\text{fun } &\text{aeval} \_1 \ (\text{REF } l) \ s \\
\text{fun } &\text{aeval} \_1 \ (\text{ADD } (a1, a2)) \ s \\
\text{fun } &\text{aeval} \_1 \ (\text{SUB } (a1, a2)) \ s \\
\text{fun } &\text{aeval} \_1 \ (\text{MUL } (a1, a2)) \ s
\end{align*}
\]

The numeral case has one intermediate result named \( v \) which is the integer reflection of the numeral. The dereferencing case has one intermediate result named \( v \) which is the result of looking up the location in the store. This result is the final result. The arithmetic operators have three intermediate results. The first intermediate result named \( v1 \) is the result of the recursive call on the first subexpression. The second intermediate result named \( v2 \) is the result of the recursive on the second subexpression. The third intermediate result named \( v3 \) is the result of the arithmetic operator applied to the previous two results. The third intermediate result is the final result.
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```
in let val v3 = v1 * v2
  in v3 end end end
```

For this program, there are two possible choices when sequentializing: either \( v1 \) comes before \( v2 \) or \( v2 \) comes before \( v1 \). There is no choice for \( v3 \) since the computation producing the named result \( v3 \) depends on the named results \( v1 \) and \( v2 \).

This step results in a computation in ‘monadic normal form’ \([93, 111, 149]\).

3. Finally, we introduce continuations as an extra functional argument to each function. These continuation functions map the named result to the final value:

```
  type 'a state_cps = loc -> (int -> 'a) -> 'a

  fun refl_cps v k = k (refl v)
  fun add_cps v1 v2 k = k (v1 + v2)
  fun sub_cps v1 v2 k = k (v1 - v2)
  fun mul_cps v1 v2 k = k (v1 * v2)

  (* aexp -> 'a state_cps -> (int -> 'a) -> 'a *)

  fun aeval_3 (NUM n) s k = refl_cps n (fn v => k v)
    | aeval_3 (REF l) s k = s l (fn v => k v)
    | aeval_3 (ADD (a1, a2)) s k = aeval_3 a1 s (fn v1 =>
        aeval_3 a2 s (fn v2 =>
          add_cps v1 v2 (fn v3 =>
            k v3)))
    | aeval_3 (SUB (a1, a2)) s k = aeval_3 a1 s (fn v1 =>
        aeval_3 a2 s (fn v2 =>
          sub_cps v1 v2 (fn v3 =>
            k v3)))
    | aeval_3 (MUL (a1, a2)) s k = aeval_3 a1 s (fn v1 =>
        aeval_3 a2 s (fn v2 =>
          mul_cps v1 v2 (fn v3 =>
            k v3)))
```

The result of the CPS transformation is an evaluation function in continuation-passing style: all functions take a continuation and all calls are in tail position, i.e., each call is locally the last thing to do.

When CPS transforming a function, we will often perform two additional transformations in passing:

1. The continuation \( k \) arising from the CPS transformation is a value and thus cannot diverge, i.e., it is a trivial expression in the terminology of Reynolds \([176]\). Therefore, the expression \( \text{fn } v \Rightarrow k \ v \) is functionally equivalent to its \( \eta \)-reduction \( k \):

```
  (* aexp -> state_cps -> (int -> 'a) -> 'a *)

  fun aeval_4 (NUM n) s k = refl_cps n k
    | aeval_4 (REF l) s k = s l k
    | aeval_4 (ADD (a1, a2)) s k = aeval_4 a1 s (fn v1 =>
        aeval_4 a2 s (fn v2 =>
          add_cps v1 v2 k))
```
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<table>
<thead>
<tr>
<th>aeval_4 (SUB (a1, a2)) s k</th>
</tr>
</thead>
<tbody>
<tr>
<td>= aeval_4 a1 s (fn v1 =&gt;</td>
</tr>
<tr>
<td>aeval_4 a2 s (fn v2 =&gt;</td>
</tr>
<tr>
<td>sub_cps v1 v2 k))</td>
</tr>
<tr>
<td>aeval_4 (MUL (a1, a2)) s k</td>
</tr>
<tr>
<td>= aeval_4 a1 s (fn v1 =&gt;</td>
</tr>
<tr>
<td>aeval_4 a2 s (fn v2 =&gt;</td>
</tr>
<tr>
<td>mul_cps v1 v2 k))</td>
</tr>
</tbody>
</table>

2. Total and effect-free functions can be left in direct-style without affecting the correctness of the transformation. Typically, we will leave ‘primitive’ operations, e.g., addition, subtraction and multiplication and in this case our encoding of state, in direct-style:

\[
(* \text{aexp} \to \text{state} \to (\text{int} \to 'a) \to 'a *)
\]

\[
\text{fun aeval}_5 (\text{NUM } n) s k = k (\text{refl } n)
\]

<table>
<thead>
<tr>
<th>aeval_5 (REF l) s k</th>
</tr>
</thead>
<tbody>
<tr>
<td>= k (s l)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>aeval_5 (ADD (a1, a2)) s k</th>
</tr>
</thead>
<tbody>
<tr>
<td>= aeval_5 a1 s (fn v1 =&gt;</td>
</tr>
<tr>
<td>aeval_5 a2 s (fn v2 =&gt;</td>
</tr>
<tr>
<td>k (v1 + v2)))</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>aeval_5 (SUB (a1, a2)) s k</th>
</tr>
</thead>
<tbody>
<tr>
<td>= aeval_5 a1 s (fn v1 =&gt;</td>
</tr>
<tr>
<td>aeval_5 a2 s (fn v2 =&gt;</td>
</tr>
<tr>
<td>k (v1 - v2)))</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>aeval_5 (MUL (a1, a2)) s k</th>
</tr>
</thead>
<tbody>
<tr>
<td>= aeval_5 a1 s (fn v1 =&gt;</td>
</tr>
<tr>
<td>aeval_5 a2 s (fn v2 =&gt;</td>
</tr>
<tr>
<td>k (v1 * v2)))</td>
</tr>
</tbody>
</table>

This CPS transformation is but one among many. Each choice of sequentialization gives rise to a CPS transformation. Here we choose to eagerly evaluate subexpressions from left to right. This happens to be the evaluation order of Standard ML, and is thus a fully correct program transformation on any program in Standard ML. Also, we have used the same eager and left-to-right evaluation order consistently throughout Chapter 2. The \(\lambda\)-calculus has two canonical evaluation orders: call by value and call by name. Given a direct semantics of the \(\lambda\)-calculus these evaluation orders can be realized respectively the call-by-value and the call-by-name CPS transformations \[92, 169\].

Having fixed the evaluation order by means of a CPS transformation, we change the encoding of state to be in state-passing style, in accordance with Section 2.2.1. The passing of state inherits the order from the CPS transformation and is fully \(\eta\)-reduced, i.e., we simply swap the order of the formal parameters, let the continuation take both the integer result and the threaded state, and finally \(\eta\)-reduce the state throughout:

\[
(* \text{aexp} \to (\text{int} \to \text{state} \to 'a) \to \text{state} \to 'a *)
\]

\[
\text{fun aeval}_6 (\text{NUM } n) k = k (\text{refl } n)
\]

<table>
<thead>
<tr>
<th>aeval_6 (REF l) k</th>
</tr>
</thead>
<tbody>
<tr>
<td>= (fn s =&gt; k (s l) s)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>aeval_6 (ADD (a1, a2)) k</th>
</tr>
</thead>
<tbody>
<tr>
<td>= aeval_6 a1 (fn v1 =&gt;</td>
</tr>
<tr>
<td>aeval_6 a2 (fn v2 =&gt;</td>
</tr>
<tr>
<td>k (v1 + v2)))</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>aeval_6 (SUB (a1, a2)) k</th>
</tr>
</thead>
<tbody>
<tr>
<td>= aeval_6 a1 (fn v1 =&gt;</td>
</tr>
<tr>
<td>aeval_6 a2 (fn v2 =&gt;</td>
</tr>
<tr>
<td>k (v1 - v2)))</td>
</tr>
</tbody>
</table>
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\[
\begin{align*}
&= \text{aeval}_6 \ a1 \ (\text{fn} \ v1 \Rightarrow \\
&\quad \text{aeval}_6 \ a2 \ (\text{fn} \ v2 \Rightarrow \\
&\quad \quad k \ (v1 - v2))) \\
&\mid \text{aeval}_6 \ (\text{MUL} \ (a1, a2)) \ k \\
&= \text{aeval}_6 \ a1 \ (\text{fn} \ v1 \Rightarrow \\
&\quad \text{aeval}_6 \ a2 \ (\text{fn} \ v2 \Rightarrow \\
&\quad \quad k \ (v1 + v2)))
\end{align*}
\]

Completing this transformation on the evaluation functions for boolean expressions and commands yields the definitional interpreter in CPS displayed in Figure 3.1. In summary, the evaluation function for arithmetic expressions in state-passing style takes an arithmetic expression and a state (in curried form) and produces an integer and the threaded state. Thus the continuation is a function from results, here integers and threaded states, to some answer type, here denoted by the type variable \(\mathcal{A}\). Likewise, the continuation for boolean expressions is a function from boolean values and threaded states to answers. The continuation for commands is a function from states, which is the only result produced by the direct-style denotation of commands, to answers.

This definitional interpreter in CPS is a correct implementation of the direct semantics in Section 2.2.1 because we have mechanically derived the implementation directly from the implementation of the direct style semantics. Furthermore, this definitional interpreter in CPS is actually an implementation of the continuation semantics and can be transliterated directly from definitions in Section 2.2.2.

```ocaml
(* aexp -> 'a acont -> state -> 'a *)
fun aeval (NUM n) k = k (refl n)
| aeval (REF l) k = (fn s => k (s l) s)
| aeval (ADD (a1, a2)) k = aeval a1 (fn v1 => aeval a2 (fn v2 => k (v1 + v2)))
| aeval (SUB (a1, a2)) k = aeval a1 (fn v1 => aeval a2 (fn v2 => k (v1 - v2)))
| aeval (MUL (a1, a2)) k = aeval a1 (fn v1 => aeval a2 (fn v2 => k (v1 * v2)))

(* bexp -> 'a bcont -> state -> 'a *)
fun beval (TRUE) k = k true
| beval (FALSE) k = k false
| beval (LEQ (a1, a2)) k = aeval a1 (fn v1 => aeval a2 (fn v2 => k (v1 <= v2)))
| beval (NOT b) k = beval b (fn v => k (not v))
| beval (AND (b1, b2)) k = beval b1 (fn v => if v then beval b2 k else k false)

(* com -> 'a ccont -> state -> 'a *)
fun ceval (SKIP) k = k
| ceval (SEQ (c1, c2)) k = ceval c1 (ceval c2 k)
| ceval (SET (l, a)) k = aeval a (fn v => fn s => k (fn l' => if l = l' then v else s l'))
| ceval (IF (b, c1, c2)) k = beval b (fn v => if v then ceval c1 k else ceval c2 k)
| ceval (WHILE (b, c)) k = let fun f k = beval b (fn v => if v then ceval c (f k) else k) in f k end

(* com -> state *)
fun eval c = ceval c (fn s => s) (fn l => 0)
```

Figure 3.1: A definitional interpreter for \(\mathcal{F}\) in continuation-passing style
3. Defunctionalization: from higher order to first order

The defunctionalization transformation was introduced by Reynolds [176] as a method for replacing the use of higher-order functions by a first-order representation. Defunctionalization is a whole-program transformation, and works by replacing each instantiation of a higher-order function by the allocation of a first-order representation of its environment and each application of a higher-order function by the invocation of an ‘apply’ function to the first-order representation.

We start by defunctionalizing the representation of state. The definitional interpreter of Figure 3.1 constructs functions with the state type at two distinct sites. We therefore partition the function space into two summands:

0. The initial state, the constant function mapping any location to the numeric representation of zero, which has no free variables.

1. The functional extension of state, which has three free variables: the location l, the value v, and the previous state s’.

Defunctionalizing the function type of state therefore gives rise to (1) the following data type:

```python
datatype state = S0 | S1 of loc * int * state
```

and (2) the following ‘apply’ function dispatching over the state data type (here renaming s’ by s):

```python
fun apply (S0, l) = 0
| apply (S1 (l, v, s), l’) = if l = l’ then v else apply (s, l’)
```

Renaming S0 by EMPTY, S1 by ASSOC and apply by lookup, this first-order representation of the state coincides with our representation of the store and its lookup judgment for the operational semantics (Figure 2.5).

Defunctionalizing the state of the direct-semantics implementation into a store yields an implementation of the big-step operational semantics. Here all structures are first-order and adequately encode the evaluation judgments of Section 2.3.1.

Returning to the derived implementation of the continuation semantics, we can defunctionalize the functions spaces of continuations. Thus for each type of continuation we introduce a data type and an ‘apply’ function dispatching over the data type. We reuse the same name for both the data type and the function (here acont, bcont, and ccont).

As a final step, we η-expand and uncurry the state throughout. The result is the first-order definitional interpreter in Figure 3.2 and Figure 3.3 which has the form of an abstract machine. The machine has six transition functions: aeval, acont, beval, bcont, ceval, and ccont, and three data types implementing the machine stack: acont, bcont, and ccont. For example, the evaluation of an addition proceeds as follows:

1. In the ADD case of aeval the machine pushes a ‘left-addition’ stack frame, A1, containing a2 onto the stack and continues evaluation of a1.

2. In the A1 case of acont the machine has evaluated to a value, v1, and has a ‘left-addition’ frame containing a2 on the top of stack. It replaces the top of stack by a ‘right-addition’ frame, A4, containing v1 and continues evaluation of a2.
3.3 Summary and conclusion

In the A4 case of acont the machine has evaluation to a value, v2, and has a 'right-addition' frame containing v1 on the top of stack. It computes the sum of the values v1 and v2, and continues evaluation with this value and the rest of the stack.

This abstract machine is a correct implementation of the continuation semantics and of the direct semantics because it has been derived using fully-correct program transformations.

### 3.3 Summary and conclusion

Starting from the implementation of a direct semantics, we have mechanically derived an abstract machine for the same language. The structural coincidence between the implicit context in a direct semantics, the explicit continuation in a continuation semantics, and the first-order stack in an abstract machine plays the key rôle in this connection. Indeed, as remarked by Stoy [201, Page 253], an uncurried reading of the state-passing continuation semantics (Figure 3.1) resembles the state of some interpreter defined as a state transition system, e.g., Landin’s sharing machine [131]. Reynolds noted that after defunctionalization this interpreter has a "machine-like character" and implements a “state-transition machine” [176, Section 7 and 8], or in our terminology, an abstract machine.

### 3.4 The functional correspondence in perspective

The development of the functional correspondence followed an investigation of defunctionalization by Danvy and Nielsen [70], which prompted the question as to whether Landin’s SECD machine was in defunctionalized form [58]. Indeed, the SECD machine

---

**Figure 3.2:** A first-order definitional interpreter for \( \mathcal{F} \): contexts

- **ccont**
  - C0 (* \[ \] *)
  - C1 of ccont * com (* E[\_.; c] *)
  - C2 of ccont * bexp * com (* E[\_.; while b c] *)

- **bcont**
  - B1 of bcont (* E[not \_] *)
  - B2 of bcont * bexp (* E[\_ and b2] *)
  - B3 of ccont * com * com (* E[if \_ then c1 else c2] *)
  - B4 of ccont * bexp * com (* E[if \_ then (c; while b c) else skip] *)

- **acont**
  - A1 of acont * aexp (* E[\_ + a2] *)
  - A2 of acont * aexp (* E[\_ - a2] *)
  - A3 of acont * aexp (* E[\_ * a2] *)
  - A4 of int * acont (* E[v1 + \_] *)
  - A5 of int * acont (* E[v1 - \_] *)
  - A6 of int * acont (* E[v1 * \_] *)
  - A7 of bcont * aexp (* E[\_ <= a2] *)
  - A8 of int * bcont (* E[v1 <= \_] *)
  - A9 of loc * ccont (* E[l := \_] *)
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(* aexp * acont * state -> state *)
fun aeval (NUM n, k, s) = acont (k, refl n, s)
| aeval (REF l, k, s) = acont (k, apply (s, l), s)
| aeval (ADD (a1, a2), k, s) = aeval (a1, A1 (k, a2), s)
| aeval (SUB (a1, a2), k, s) = aeval (a1, A2 (k, a2), s)
| aeval (MUL (a1, a2), k, s) = aeval (a1, A3 (k, a2), s)

(* acont * int * state -> state *)
and acont (A1 (k, a2), v1, s) = aeval (a2, A4 (v1, k), s)
| acont (A2 (k, a2), v1, s) = aeval (a2, A5 (v1, k), s)
| acont (A3 (k, a2), v1, s) = aeval (a2, A6 (v1, k), s)
| acont (A4 (v1, k), v2, s) = acont (k, v1 + v2, s)
| acont (A5 (v1, k), v2, s) = acont (k, v1 - v2, s)
| acont (A6 (v1, k), v2, s) = acont (k, v1 * v2, s)
| acont (A7 (k, a2), v1, s) = aeval (a2, A8 (v1, k), s)
| acont (A8 (v1, k), v2, s) = bcont (k, v1 <= v2, s)
| acont (A9 (l, k), v, s) = ccont (k, S1 (l, v, s))

(* bexp * bcont * state -> state *)
and beval (TRUE, k, s) = bcont (k, true, s)
| beval (FALSE, k, s) = bcont (k, false, s)
| beval (LEQ (a1, a2), k, s) = aeval (a1, A7 (k, a2), s)
| beval (NOT b, k, s) = beval (b, B1 k, s)
| beval (AND (b1, b2), k, s) = beval (b1, B2 (k, b2), s)

(* bcont * bool * state -> state *)
and bcont (B1 k, v, s) = bcont (k, not v, s)
| bcont (B2 (k, b2), v, s) = if v then beval (b2, k, s) else bcont (k, false, s)
| bcont (B3 (k, c1, c2), v, s) = if v then ceval (c1, k, s) else ceval (c2, k, s)
| bcont (B4 (k, b, c), v, s) = if v then ceval (c, C2 (k, b, c), s) else ccont (k, s)

(* com * ccont * state -> state *)
and ceval (SEQ (c1, c2), k, s) = ceval (c1, C1 (k, c2), s)
| ceval (SET (l, a), k, s) = aeval (a, A9 (l, k), s)
| ceval (IF (b, c1, c2), k, s) = beval (b, B3 (k, c1, c2), s)
| ceval (WHILE (b, c), k, s) = beval (b, B4 (k, b, c), s)

(* ccont * state -> state *)
and ccont (C0, s) = s
| ccont (C1 (k, c2), s) = ceval (c2, k, s)
| ccont (C2 (k, b, c), s) = beval (b, B4 (k, b, c), s)

(* com -> state *)
fun eval c = ceval (c, C0, S0)

Figure 3.3: A first-order definitional interpreter for $\mathcal{F}$: evaluation

could be put in defunctionalized form and be understood by mapping it back to direct-style by the inverse transformations of defunctionalization [69] and the CPS transformation [56]. This ‘backward’ correspondence from abstract machine to direct-style using the left inverse of defunctionalization and CPS transformation can be found in ‘forward’ form in Reynolds’s seminal paper on definitional interpreters [176]. Reynolds investigated the properties of functional interpreters by means of program transformations and, in retrospect, spelled out a generic correspondence between higher-order algorithms and first-
order transition systems by means of CPS transformation and defunctionalization. This functional correspondence has been shown to be widely applicable and to provide instrumental guidelines to construct new semantic artifacts and to establish the equivalence of existing ones \[62\]:

- Ager, Biernacki, Danvy, and Midtgaard \[5\] apply the correspondence to standard interpreters and abstract machines. Starting from a compositional call-by-name interpreter they derive Krivine’s machine \[127, 128\], which in retrospect was originally derived by Schmidt \[187\]. They inter-derive a compositional call-by-value interpreter with Felleisen and Friedman’s CEK machine \[87\], as originally derived by Reynolds \[176\]. In addition they derive a higher-order interpreter for each of Han- nan and Miller’s CLS machine \[106\], Landin’s SECD machine \[131\], and Cousineau et al.’s CAM machine \[48\].

- Danvy \[57\] factored the compositional interpreters into the same evaluation-order-dependent one, and used the call-by-value CPS transformation to derive the CEK machine and the call-by-name CPS transformation to derive the Krivine machine. This factoring through the CPS transformations followed by defunctionalization elu- cidated the structural coincidence between the implicit contexts in a direct-style inter-preter, the continuations in continuation-passing interpreter, and the stack in an abstract machine.

- Ager, Danvy, and Midtgaard \[7\] extend the correspondence to store-based call-by-need evaluation. Starting from a call-by-need interpreter that threads a store and uses updatable thunks for sharing, they derive a lazy abstract machine, in particular, they derive Crégut’s lazy variant of Krivine’s machine \[51\].

- Ager, Danvy, and Midtgaard \[8\] extend the correspondence to account for impure languages. Starting from a monadic interpreter they derive an abstract machines ac-counting for computational effects. This correspondence accounts for effects rang-ing from simple error handling to tail-recursive stack inspection and it provides a framework for combining monadic effects and subsequently deriving an execution environment in the form of an abstract machine.

- Biernacka, Biernacki, and Danvy \[30\] extend the correspondence to account for delimited control in the CPS hierarchy. For a given level of the CPS hierarchy, \(n\), they construct a continuation-passing interpreter with \(n + 1\) layers of continuations and derive an abstract machine with \(n + 1\) control stacks accounting for the family of control operators shift\(_n\) and reset\(_n\).

- Danvy and Millikin \[68\] give a rational deconstruction of Landin’s J operator for the SECD machine. Their deconstruction shows how the J operator is specified in the CPS hierarchy \[64\], and how it relates to other uses of continuations and control operators. Based on this deconstruction, they argue for the inclusion of Landin to the list of co-discoverers of continuations.

- Biernacki and Danvy \[32\] extend the correspondence to connect logical inference engines for Prolog with cut. Starting from a continuation-passing interpreter they derive an abstract machine and give a direct-style interpreter using delimited con-trol operators. These derivations pointed out differences in existing accounts of the same logical system \[37\], namely that some where properly tail recursive while others where not.
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- Danvy and Johannsen \[119, 65\] extend the correspondence to inter-derive a natural semantics and an abstract machine with an explicit-substitution variant of Abadi and Cardelli's object calculus \[11\].

- Danvy \[63\] inter-derived several of the semantic artifacts for the Scheme programming language. In particular, he shows consistency between various specifications of call/cc by inter-deriving two abstract machines, a natural semantic, and a denotational semantics, based on Clinger's abstract machine for Core Scheme \[47\].

- Pirog and Biernacki \[167\] mechanized the derivation of the STG machine \[160\] in the Coq proof assistant.

- Anton and Thiemann \[9, 10\] extend the correspondence to derive a type system and an implementation for coroutines.

- Sergey and Clarke \[192, 194\] extend the correspondence to inter-derive type checking algorithms. In particular, they connect reduction-based type checking \[129\] with traditional recursive-descent type checking \[166\].

- Independently, Puech \[175\] also uses the correspondence to inter-derive recursive and iterative algorithms for bidirectional type checking.

- Kerneis \[124\] uses CPS and defunctionalization to compile lightweight threads into event-based code in an imperative setting.

- Prior to the identification of this correspondence, Graunke et al. \[102\] used the CPS transformation and defunctionalization to compile higher-order programs into first-order programs for web programming.

In this dissertation, the techniques from the functional correspondence are employed in several places:

- Chapter 5 develops a prequel to a reduction semantics based on the functional correspondence. Starting from a big-step specification of a reduction strategy in the form of a compositional search function, we derive both the grammar of reduction contexts and the decomposition function of a reduction semantics. From this derived formulation the syntactic correspondence can be applied to obtain an abstract machine (which we later detail in Section 4.1).

- Chapter 6 extends the functional correspondence to inter-derive small-step and big-step normalization functions for boolean-propositional formulas. We inter-derive conjunctive normalization functions in the form of an abstract machine with delimited stacks, a compositional interpreter with delimited continuations, and a direct-style interpreter using the control operators shift and reset.

- Chapter 7 extends the functional correspondence to connect store-less accounts of call-by-need evaluation. We use the correspondence to inter-derive a store-less abstract machine with a store-less natural semantics and a higher-order evaluation function in the style of Cartwright and Felleisen's extensible denotational semantics \[41\]. This higher-order evaluation function makes use of delimited continuations and can be encoded using state or delimited control.
• Chapter 8 gives a synthetic account of call-by-need evaluation. It provides bisimulations for a series of reduction semantics for call-by-need evaluation spanning from the storeless call-by-need calculus of Ariola-al et al. \cite{15} to a state-based reduction semantics using a store and updateable thunks. Each of these reduction semantics is then inter-derived with their corresponding abstract machine and natural semantics. Together, the bisimulations and inter-derivations give a constructive connection of Crégut’s original lazy Krivine machine \cite{51} with Ariola et al.’s call-by-need $\lambda$-calculus, and with Launchbury’s natural semantics for call by need. In addition, the synthetic account systematically maps out the “spaces between” the existing specifications.

• Chapter 9 investigates whether Turner’s reduction machine can be put into defunctionalization form and gives an example of a big-step graph evaluator as inter-derived by the functional correspondence.

• Chapter 11 provides a logical counterpart to the functional correspondence. Specifications are given as encodings in a logical framework. We then interpret these specifications as logic programs governed by proof search which gives them an operational reading. We identify Horn-clause logic programs as an adequate specification of a natural semantics, ordered-logic programs as an adequate specification of abstract machines, and provide a logical transformation from the first to the second.
A syntactic correspondence: from reduction semantics to abstract machine

The syntactic correspondence makes it possible to inter-derive the functional implementation of a reduction semantics and the functional implementation of an abstract machine. This chapter describes each step of the syntactic correspondence as it applies to the reduction semantics for $\mathcal{I}$ introduced in Chapter 2. Our starting point is the functional implementation of the reduction semantics defined in Section 2.4.3. We show how to derive the grammar of reduction contexts and the decomposition function of the reduction semantics from a specification of its reduction strategy (Section 4.1). Next, we refocus the reduction-based evaluation of the reduction semantics into a reduction-free evaluation that implements an abstract machine (Section 4.2). This abstract machine is implemented in small-steps which we transform to an implementation using one big-step with lightweight fusion by fixed-point promotion (Section 4.3). We then hereditary compress corridor transitions yielding a more efficient abstract machine (Section 4.4). The final result of these transformations is the same implementation of an abstract machine as derived in Chapter 3.

4.1 A prequel to reduction semantics: from search to decompose

This section presents our prequel to reduction semantics. This prequel defines a method to derive a reduction semantics from a big-step specification of a reduction strategy. Specifically, this specification is given as a total and compositional function that searches for the next redex in an expression, i.e., the search function is a big-step specification. The method then derives an implementation of the decompose function that incrementally performs this search while simultaneously constructing the current context of the search, i.e., the derived decompose function is a small-step specification. In effect, we use the functional correspondence to obtain a small-step implementation of the big-step speci-
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The defunctionalized continuations coincide with the reduction contexts of a reduction semantics.

This prequel has been developed jointly with Olivier Danvy and Jacob Johannsen [76]. A detailed account of the prequel is given in Chapter 5. An extended version of our published work appears in Chapter 6. In addition, the prequel is applied explicitly in deriving a graph reduction machine (Chapter 9) and can be applied to our other work on syntactic theories for graph reduction (Chapter 10) and also to our work on call-by-need evaluation (Chapter 7 and Chapter 8).

4.1.1 Reduction strategy

The specification of our reduction strategy is given by three search functions defined compositionally over the structure of the three syntactic domains. The search functions map a reducible expression to the next redex according to the strategy and a non-reducible expression to its value representation.

For arithmetic expressions, the data type `aval_or_red` represents the sum type of values and redexes returned by the search function `search_aexp`:

```
datatype aval_or_red
    = AVAL of aval
    | AREDA of ared

(* aexp -> aval_or_red *)
fun search_aexp (NUM n) = AVAL (VNUM n)
| search_aexp (REF l) = AREDA (PR_REF l)
| search_aexp (ADD (a1, a2)) = (case search_aexp a1
    of AVAL v1 => (case search_aexp a2
        of AVAL v2 => AREDA (PR_ADD (v1, v2))
        | AREDA r => AREDA r)
    | AREDA r => AREDA r)
| search_aexp (SUB (a1, a2)) = (case search_aexp a1
    of AVAL v1 => (case search_aexp a2
        of AVAL v2 => AREDA (PR_SUB (v1, v2))
        | AREDA r => AREDA r)
    | AREDA r => AREDA r)
| search_aexp (MUL (a1, a2)) = (case search_aexp a1
    of AVAL v1 => (case search_aexp a2
        of AVAL v2 => AREDA (PR_MUL (v1, v2))
        | AREDA r => AREDA r)
    | AREDA r => AREDA r)
```
This function searches for the next redex in an arithmetic expression from left to right. Any redex found in a sub-expression is mapped to a redex of the composite expression:

For boolean expressions, the data type `bval_or_red` represents the sum type of values and redexes returned by the search function `search_bexp`:

```plaintext
datatype bval_or_red = BVAL of bval | BREDA of ared | BREDB of bred

(* bexp -> bval_or_red *)
fun search_bexp TRUE = BVAL VTRUE
| search_bexp FALSE = BVAL VFALSE
| search_bexp (LEQ (a1, a2)) = (case search_aexp a1 of AVAL v1 => (case search_aexp a2 of AVAL v2 => BREDB (PR_LEQ (v1, v2)) | AREDA r => BREDA r)
| AREDA r => BREDA r)
| search_bexp (NOT b) = (case search_bexp b of BVAL v => BREDB (PR_NOT v) | BREDA r => BREDA r | BREDB r => BREDB r)
| search_bexp (AND (b1, b2)) = (case search_bexp b1 of BVAL v1 => BREDB (PR_AND (v1, b2)) | BREDA r => BREDA r | BREDB r => BREDB r)
```

This function searches for the next redex in a boolean expression from left to right and in the case of the boolean-and expression only in the left sub-expression. Any redex found in a sub-expression is mapped to a redex of the composite expression. A redex can be either a reducible arithmetic expression or a reducible boolean expression.

For commands, the data type `cval_or_red` represents the sum type of values and redexes returned by the search function `search_cexp`:

```plaintext
datatype cval_or_red = CVAL of cval | CREDA of ared | CREDB of bred | CREDC of cred

(* com -> cval_or_red *)
fun search_com SKIP = CVAL VSKIP
```
Likewise, this function searches for the next redex in commands. Any redex found in a
sub-expression or sub-command is mapped to a redex of the composite command. Here
a redex can either by a reducible arithmetic expression, a reducible boolean expression,
or a reducible command.

The search for the next redex of a program is the search for the next redex in a com-
mand:

(* com -> cval_or_red *)
fun search t = search_com t

4.1.2 CPS transforming the search functions

Next we CPS transform the search functions, as described in Section 3.1. The transfor-
mation of search_aexp is displayed in Figure 4.1. We can simplify the CPS-transformed
functions to directly return a redex instead of having it “bubble up” during search. The di-
rect return of a final value is achieved by discarding the continuation the same way as we
did for errors in Section 2.2.2. Thus we fix the answer type, denoted by the type variable
'a in the ML code, to be either a command value or one of the three redexes. If the result
is a redex, we also pair it with its continuation, which, as we will see shortly, encodes the
reduction context of the redex. Thus the type of final results is:

datatype cval_or_red
  = CVAL of cval
  | CREDA of ared * acont
  | CREDB of bred * bcont
  | CREDC of cred * ccont

withtype acont = aval -> cval_or_red
  and bcont = bval -> cval_or_red
  and ccont = cval -> cval_or_red
4.1. A prequel to reduction semantics: from search to decompose

Because redexes are returned directly, only the respective values are passed to continuations. Thus, when searching an arithmetic expression, the type of its continuation is `<aexp * (aval_or_red -> 'a) -> 'a *>`. The simplification of `search_aexp` to directly return redexes is displayed in Figure 4.2.

4.1.3 Defunctionalizing the continuations

Next we defunctionalize the continuations of the search functions, as described in Section 3.2. The transformation of `search_aexp` together with the data types of contexts is displayed in Figure 4.3. The continuations of the search function encode a notion of context which is given a first-order representation by defunctionalization. The data type of defunctionalized continuations coincide with the reduction contexts of our reduction semantics in Figure 2.7. Furthermore, the CPS-transformed and defunctionalized search function coincides with the decomposition function in Figure 2.9, Figure 2.10, and Figure 2.11: given a command it finds (by construction) the next redex and returns both the

---

```ocaml
(* aexp * (aval_or_red -> 'a) -> 'a *)
fun search_aexp (NUM n, k) 
  = k (AVAL (VNUM n))
| search_aexp (REF l, k) 
  = k (AREDA (PR_REF l))
| search_aexp (ADD (a1, a2), k) 
  = search_aexp (a1, 
    fn AVAL v1 
      => search_aexp (a2, 
        fn AVAL v2 
          => k (AREDA (PR_ADD (v1, v2)))
      | AREDA r 
          => k (AREDA r))
  | AREDA r 
    => k (AREDA r))
| search_aexp (SUB (a1, a2), k) 
  = search_aexp (a1, 
    fn AVAL v1 
      => search_aexp (a2, 
        fn AVAL v2 
          => k (AREDA (PR_SUB (v1, v2)))
      | AREDA r 
          => k (AREDA r))
  | AREDA r 
    => k (AREDA r))
| search_aexp (MUL (a1, a2), k) 
  = search_aexp (a1, 
    fn AVAL v1 
      => search_aexp (a2, 
        fn AVAL v2 
          => k (AREDA (PR_MUL (v1, v2)))
      | AREDA r 
          => k (AREDA r))
  | AREDA r 
    => k (AREDA r))
```

Figure 4.1: The CPS-transformed search function for arithmetic expressions

---
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```ml
(fun search_aexp (NUM n, k) = k (VNUM n)
 | search_aexp (REF l, k) = CREDA (PR_REF l, k)
 | search_aexp (ADD (a1, a2), k) = search_aexp (a1,
   fn v1 => search_aexp (a2,
     fn v2 => CREDA (PR_ADD (v1, v2), k)))
 | search_aexp (SUB (a1, a2), k) = search_aexp (a1,
   fn v1 => search_aexp (a2,
     fn v2 => CREDA (PR_SUB (v1, v2), k)))
 | search_aexp (MUL (a1, a2), k) = search_aexp (a1,
   fn v1 => search_aexp (a2,
     fn v2 => CREDA (PR_MUL (v1, v2), k)))
```

Figure 4.2: The simplified CPS-transformed search function for arithmetic expressions

redex and a representation of its reduction context.

As this prequel shows, starting from a specification of a reduction strategy given as a total and compositional function, we can mechanically extract both the grammar of reduction context and the decomposition function of a reduction semantics.

### 4.2 Refocusing:
from reduction-based to reduction-free evaluation

A reduction semantics defines one-step reduction as the composition of decomposition, contraction and recomposition (Figure 2.12). Diagrammatically:
4.2. Refocusing: from reduction-based to reduction-free evaluation

```
datatype ccont = ...
datatype bcont = ...

datatype acont
  = A1 of acont * aexp
  | A2 of acont * aexp
  | A3 of acont * aexp
  | A4 of aval * acont
  | A5 of aval * acont
  | A6 of aval * acont
  | A7 of bcont * aexp (* from: search_bexp (LEQ (a1, a2), k) *)
  | A8 of aval * bcont
  | A9 of loc * ccont (* from: search_com (SET (l, a), k) *)

(* acont * aval -> cval_or_red *)
fun search_acont (A1 (k, a2), v1) = search_aexp (a2, A4 (v1, k))
| search_acont (A2 (k, a2), v1) = search_aexp (a2, A5 (v1, k))
| search_acont (A3 (k, a2), v1) = search_aexp (a2, A6 (v1, k))
| search_acont (A4 (v1, k), v2) = CREDA (PR_ADD (v1, v2), k)
| search_acont (A5 (v1, k), v2) = CREDA (PR_SUB (v1, v2), k)
| search_acont (A6 (v1, k), v2) = CREDA (PR_MUL (v1, v2), k)
| search_acont (A7 (k, a2), v1) = search_aexp (a2, A8 (v1, k))
| search_acont (A8 (v1, k), v2) = CREDB (PR_LEQ (v1, v2), k)
| search_acont (A9 (l, k), v ) = CREDC (PR_SET (l, v), k)

(* aexp * acont -> cval_or_red *)
and search_aexp (NUM n, k) = search_acont (k, VNUM n)
| search_aexp (REF l, k) = CREDA (PR_REF l, k)
| search_aexp (ADD (a1, a2), k) = search_aexp (a1, A1 (k, a2))
| search_aexp (SUB (a1, a2), k) = search_aexp (a1, A2 (k, a2))
| search_aexp (MUL (a1, a2), k) = search_aexp (a1, A3 (k, a2))
```

Figure 4.3: The defunctionalized and CPS-transformed search function for arithmetic expressions

Evaluation is then the iteration of one-step reduction (Figure 2.13). Diagrammatically:

```
\[ \text{one-step reduction} \quad \text{decompose} \quad \text{one-step reduction} \quad \text{recompose} \]
```

This evaluation of an expression is \textit{reduction based} because it enumerates the successive reducts in the reduction sequence, i.e., it enumerates the successive expressions in the sequence of one-step reductions. Reduction-based evaluation is needlessly inefficient because after each contraction, the reduction context and contractum are recomposed to construct the reduced expression, only to be subsequently decomposed in search of the next redex. Danvy and Nielsen have shown how, under circumstances met here, the enumeration of intermediate expressions in the reduction sequence can be deforested away
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(fun iterate (VAL VSKIP, st) = st
  | iterate (ADEC (r, E), st) = iterate (decompose_aexp (contract_ared (r, st), E), st)
  | iterate (BDEC (r, E), st) = iterate (decompose_bexp (contract_bred r, E), st)
  | iterate (CDEC (r, E), st) = let val (c', st') = contract_cred (r, st)
    in iterate (decompose_com (c', E), st')
   end

(fun eval c = iterate (decompose_com (c, C0), EMPTY))

Figure 4.4: Reduction-free evaluation obtained by refocusing

by refocusing [71][197].

This deforestation is achieved by simply continuing the decomposition of the contractum in the current context and is implemented in Figure 4.4.

4.3 Lightweight fusion:
from small-step to big-step abstract machine

We can view the reduction-free evaluation in Section 4.2 as a state-transition system in small steps: the states are decompositions and the transitions are driven by the iterate function (also known as a ‘driver loop’ or ‘trampoline’ [98]). However, because we are not interested in the construction of these intermediate states when implementing evaluation, we can instead view the state-transition system as producing a final result in one big step: the states are functions and the transitions are function calls in tail position.

The correspondence between these two views is established by the lightweight-fusion program transformation [155]. This program transformation fuses iterate with the decomposition functions so that the resulting function is directly applied to the result of decomposition. Thus iterate fused with decompose_aexp becomes eval_aexp, iterate fused with decompose_acont becomes eval_acont, and so forth. The evaluation functions for arithmetic expressions after lightweight fusion are shown in Figure 4.5 together with the new iterate function.
4.4 Hereditary transition compression

In the evaluation function derived by lightweight fusion in Section 4.3, many of the transitions are 'corridor' ones in that they yield configurations for which there is a unique further transition. For example, in the forth case of eval_acont we know that the next transition is the decomposition case for arithmetic expressions in iterate. Furthermore, we know that the redex is an addition redex. Thus, we can compress these transitions:

\[
\text{eval_acont (A4 (v1 as VNUM n1, k), v2 as VNUM n2, st)} = \text{iterate (ADEC (PR_ADD (v1, v2), k), st)}
\]
\[
\text{= eval_aexp (contract_ared (PR_ADD (v1, v2), st), k, st)}
\]
\[
\text{= eval_aexp (NUM (n1 + n2), k, st)}
\]
\[
\text{= eval_acont (k, VNUM (n1 + n2), st)}
\]

We hereditary compress all of these corridor transitions. The result is the implementation of an abstract machine displayed in Figure 4.6. This implementation has a remaining inefficiency in the last case of eval_com pertaining to WHILE. Here, it constructs a B3 context with the partially known expressions SEQ (c, WHILE (b, c)) and SKIP. This structure...
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\[
\text{(* aexp * acont * store -> store *)} \\
\text{fun eval_aexp (NUM n, k, st) = eval_acont (k, VNUM n, st)} \\
\text{  | eval_aexp (REF l, k, st) = eval_acont (k, lookup (l, st), st)} \\
\text{  | eval_aexp (ADD (a1, a2), k, st) = eval_aexp (a1, A1 (k, a2), st)} \\
\text{  | eval_aexp (SUB (a1, a2), k, st) = eval_aexp (a1, A2 (k, a2), st)} \\
\text{  | eval_aexp (MUL (a1, a2), k, st) = eval_aexp (a1, A3 (k, a2), st)} \\
\]

\[
\text{(* acont * aval * store -> store *)} \\
\text{and eval_acont (A1 (k, a2), v1, st) = eval_aexp (a2, A4 (v1, k), st)} \\
\text{  | eval_acont (A2 (k, a2), v1, st) = eval_aexp (a2, A5 (v1, k), st)} \\
\text{  | eval_acont (A3 (k, a2), v1, st) = eval_aexp (a2, A6 (v1, k), st)} \\
\text{  | eval_acont (A4 (VNUM n1, k), VNUM n2, st) = eval_acont (k, VNUM (n1 + n2), st)} \\
\text{  | eval_acont (A5 (VNUM n1, k), VNUM n2, st) = eval_acont (k, VNUM (n1 - n2), st)} \\
\text{  | eval_acont (A6 (VNUM n1, k), VNUM n2, st) = eval_acont (k, VNUM (n1 * n2), st)} \\
\text{  | eval_acont (A7 (k, a2), v1, st) = eval_aexp (a2, A8 (v1, k), st)} \\
\text{  | eval_acont (A8 (VNUM n1, k), VNUM n2, st) = eval_bcont (k, if n1 <= n2)} \\
\text{    then VTRUE else VFALSE, st)} \\
\text{  | eval_acont (A9 (l, k), v, st) = eval_ccont (k, VSKIP, ASSOC (l, v, st))} \\
\]

\[
\text{(* bexp * bcont * store -> store *)} \\
\text{and eval_bexp (TRUE, k, st) = eval_bcont (k, VTRUE, st)} \\
\text{  | eval_bexp (FALSE, k, st) = eval_bcont (k, VFALSE, st)} \\
\text{  | eval_bexp (LEQ (a1, a2), k, st) = eval_aexp (a1, A7 (k, a2), st)} \\
\text{  | eval_bexp (NOT b, k, st) = eval_bexp (b, B1 k, st)} \\
\text{  | eval_bexp (AND (b1, b2), k, st) = eval_bexp (b1, b2 (k, b2), st)} \\
\]

\[
\text{(* bcont * bval * store -> store *)} \\
\text{and eval_bcont (B1 k, VTRUE, st) = eval_bcont (k, VFALSE, st)} \\
\text{  | eval_bcont (B1 k, VFALSE, st) = eval_bcont (k, VTRUE, st)} \\
\text{  | eval_bcont (B2 (k, b2), VTRUE, st) = eval_bexp (b2, k, st)} \\
\text{  | eval_bcont (B2 (k, b2), VFALSE, st) = eval_bcont (k, VFALSE, st)} \\
\text{  | eval_bcont (B3 (k, c1, c2), VTRUE, st) = eval_com (c1, k, st)} \\
\text{  | eval_bcont (B3 (k, c1, c2), VFALSE, st) = eval_com (c2, k, st)} \\
\]

\[
\text{(* com * ccont * store -> store *)} \\
\text{and eval_com (SKIP, k, st) = eval_ccont (k, VSKIP, st)} \\
\text{  | eval_com (SEQ (c1, c2), k, st) = eval_com (c1, C1 (k, c2), st)} \\
\text{  | eval_com (SET (l, a), k, st) = eval_aexp (a, A9 (l, k), st)} \\
\text{  | eval_com (IF (b, c1, c2), k, st) = eval_bexp (b, B3 (k, c1, c2), st)} \\
\text{  | eval_com (WHILE (b, c), k, st) = eval_bexp (b, B3 (k, SEQ (c, WHILE (b, c)), SKIP), st)} \\
\]

\[
\text{(* ccont * eval * store -> store *)} \\
\text{and eval_ccont (C0, VSKIP, st) = st} \\
\text{  | eval_ccont (C1 (k, c2), VSKIP, st) = eval_com (c2, k, st)} \\
\]

\[
\text{(* com -> store *)} \\
\text{fun eval c = eval_com (c, C0, EMPTY)} \\
\]

Figure 4.6: Evaluation functions after hereditary transition compression

is no longer known in the case for B3 in eval_bcont. To avoid loosing information, we specialize the context as B4 and add a new case in eval_bcont to continue when given this specialized context:

\[
\text{eval_bexp (b, B3 (k, SEQ (c, WHILE (b, c)), SKIP), st)} \\
\text{  | eval_bexp (b, B4 (k, b, c), st)} \\]
4.5 Summary and conclusion

This specialization gives rise to a similar construction of \( C_1 \) with the partially known expression \( \text{WHILE} (b, c) \). We specialize this context as \( C_2 \) and add a new case in \( \text{eval\_ccont} \) to continue when given this specialized context:

\[
\begin{align*}
\text{eval\_bcont} (B_4 (k, b, c), \text{VTRUE}, \ st) \\
= \text{eval\_com} (\text{SEQ} (c, \ \text{WHILE} (b, c)), k, \ st) \\
= \text{eval\_com} (c, C_1 (k, \ \text{WHILE} (b, c)), \ st)
\end{align*}
\]

\[
\begin{align*}
\text{eval\_bcont} (B_4 (k, b, c), \text{VFALSE}, \ st) \\
= \text{eval\_com} (\text{SKIP}, k, \ st) \\
= \text{eval\_ccont} (k, \text{VSKIP}, \ st)
\end{align*}
\]

This hereditary-compressed machine coincides with the abstract machine in Figure 3.3, where truth values are represented by ML booleans, numeric values by ML integers, command values (i.e., \text{VSKIP}) are eliminated entirely, and a few names are renamed.

4.5 Summary and conclusion

Starting from a compositional search function, we have mechanically derived the implementation of a reduction semantics and an abstract machine for the same language. The structural coincidence between the implicit context in a search function, the explicit reduction context in a reduction semantics, and the first-order stack in an abstract machine play the key rôle in this connection.

We have mechanically derived the same implementation of an abstract machine in two ways:

1. Starting with an implementation of the direct semantics for \( I \) and using the functional correspondence (Chapter 3).

2. Starting with an implementation of the reduction semantics for \( I \) and using the syntactic correspondence (Chapter 4).

This connection is no coincidence but is witness to a striking unity of computation across big-step and small-step specifications and their implementations.

4.6 The syntactic correspondence in perspective

The development of the syntactic correspondence started with Danvy and Nielsen’s work on refocusing a reduction semantics to obtain a reduction-free interpreter [59, 71], i.e., one that does not enumerate the reduction sequence during evaluation. This reduction-free interpreter is further fused into the form of an abstract machine [67], providing a syntactic companion to the functional correspondence. This syntactic correspondence has been shown to be widely applicable and to provide instrumental guidelines to construct new semantic artifacts and to establish the equivalence of existing ones [62]:
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Danvy and Nielsen [59, 71] apply the correspondence to call-by-value and call-by-name reduction. Starting from a call-by-value reduction semantics they derive Felleisen and Friedman's CK machine [87], which has no environment component. Starting from a call-by-name reduction semantics they derive a variant of Krivine's machine [127, 128] using actual substitutions.

Biernacka and Danvy [28] extend the correspondence to calculi of explicit substitutions and abstract machines with environments. Starting from a call-by-value reduction semantics with explicit substitutions they derive Felleisen and Friedman's CEK machine [87]. Starting from a call-by-name reduction semantics with explicit substitutions they derive Krivine's machine [127, 128]. In addition, they derive Leroy's Zinc machine [136] as an applicative-order analog of Krivine's machine.

Biernacka, Biernacki, and Danvy [30] extend the correspondence to account for delimited control in the CPS hierarchy. For a given level of the CPS hierarchy, \( n \), they construct a reduction semantics with \( n + 1 \) layers of evaluation contexts from which they derive an abstract machine with \( n + 1 \) control stacks accounting for the family of control operators \( \text{shift}_n \) and \( \text{reset}_n \).

Biernacka and Danvy [27] extend the correspondence to account for languages with effects. Their work connects several semantics artifacts featuring control operators, stack inspection, tail recursion and store-based lazy evaluation.

Biernacka and Danvy [29] give a calculus of explicit substitutions that is inter-derivable with Clinger's abstract machine for Core Scheme [47].

Munk [151] shows that the correspondence systematically accounts for Felleisen and Hieb's theories of control and state [85, 88].

Danvy and Johannsen [65, 119] extend the correspondence to inter-derive a new abstract machine with Abadi and Cardelli's object calculus [1]. In addition they provide a new variant of the calculus based on explicit substitutions together with its inter-derived abstract machine.

Sieczkowski et al. [196, 197] mechanized the refocusing transformation and proved it correct in the Coq proof assistant.

Anton and Thiemann [9, 10] extend the correspondence to derive a type system and an implementation for coroutines.

Sergey and Clarke [192, 194] extend the correspondence to inter-derive type checking algorithms. In particular, they connect reduction-based type checking [129] with traditional recursive-descent type checking [166].

Recently, Ariola et al. [17] used the correspondence to derive a sequent calculus for classical call-by-need reduction.

In this dissertation, the techniques from the syntactic correspondence are employed in several places:

Chapter 5 extends the syntactic correspondence with a prequel to reduction semantics, which is based on the functional correspondence. Starting from a big-step and specification of a reduction strategy in the form of a compositional search function,
we derive both the grammar of reduction contexts and the decomposition function of a reduction semantics. From this derived formulation the syntactic correspondence can then be applied to obtain an abstract machine.

- Chapter 6 extends the syntactic correspondence to inter-derive small-step and big-step normalization functions for boolean-propositional formulas. The immediate reduction semantics for conjunction normalization is not in the form required by refocusing. We show how to disambiguate the reduction rules using delimited reduction contexts. Refocusing the resulting system yields an abstract machine with delimited stacks which can be further inter-derived using the functional correspondence.

- Chapter 7 extends the syntactic correspondence to connect store-less accounts of call-by-need evaluation. We use the syntactic correspondence to inter-derive a store-less abstract machine directly from Ariola-al call-by-need $\lambda$-calculus [15]. In particular, this work clarifies how several types of reduction contexts are used to encode the demand-driven computation and memoization of call by need.

- Chapter 8 gives a synthetic account of call-by-need evaluation. It provides bisimulations for a series reduction semantics for call-by-need evaluation spanning from the storeless call-by-need calculus of Ariola-al et al. [15] to a state-based reduction semantics using a store and updateable thunks. Each of these reduction semantics is then inter-derived with their corresponding abstract machine and natural semantics. Together, the bisimulations and inter-derivations give a constructive connection of Crégut's original lazy Krivine machine [51] with Ariola et al.’s call-by-need $\lambda$-calculus, and with Launchbury's natural semantics for call by need. In addition, the synthetic account systematically maps out the “spaces between” the existing specifications.

- Chapter 9 and Chapter 10 connect the theory and practice of Combinatory graph reduction. The theory as embodied by Barendregt et al.’s term-graph rewriting, and the practice as embodied by Turner’s original reduction machine. Chapter 9 establishes this connection in the context of an impure implementation of graph rewriting. Chapter 10 establishes this connection in the context of syntactic theories for graph rewriting.
Part II
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Chapter 5

A prequel to reduction semantics

Joint work with Olivier Danvy.

Abstract

We present a methodology for deriving a reduction semantics from an equational theory. This methodology is simple and it scales to arbitrarily complex cases. Our starting point is a compositional, big-step specification of a deterministic reduction strategy. We then mechanically derive the key components of a reduction semantics: an optimal grammar of evaluation contexts, a proof of the unique decomposition property, and small-step implementations of the decomposition function and of the recomposition function. The resulting reduction semantics is “refocus-ready,” i.e., it is in a form that makes it very simple to derive a corresponding abstract machine, which is traditionally perceived and presented as a major endeavor. The methodology uses two off-the-shelf program transformations: the CPS transformation and defunctionalization. We present three applications: arithmetic expressions, the lambda-calculus with exceptions, and JavaScript, which we extend with coroutines in passing.

5.1 Introduction

Since their inception in Felleisen’s PhD thesis [85], witness any recent proceedings of POPL or ICFP, reduction semantics have become something of a de-facto standard for semantic engineers to specify programming languages [89]. A reduction semantics is to a small-step operational semantics [171] what a continuation semantics is to a (denotational or operational) big-step semantics in direct style: in such a semantics, each term is evaluated along with a representation of ‘the rest of the evaluation’ – i.e., its evaluation context – and in such a small-step semantics, each term is reduced along with a representation of ‘the rest of the reduction’ – i.e., its reduction context. Stating a reduction semantics therefore requires one to phrase its reduction contexts and, for deterministic languages, to prove a unique decomposition property.

There is no method to specify reduction contexts: semantic engineers are on their own to decide whether all cases are covered and whether none of them is redundant. Ditto for proving the unique decomposition property.
And then there is the issue of implementing the reduction semantics as an abstract machine and of proving the soundness of this abstract machine. Again, semantic engineers are on their own: for example, contexts are typically represented ‘outside-in’ at first, but then most of the time they end up being used ‘inside out’ shortly thereafter, on the intuitive ground that “a continuation is just an inside-out evaluation context” – an intuition that requires the semantic engineer to understand continuations. For non-trivial cases such as stack inspection \[46\] and call by need \[99\], implementing a reduction semantics as an abstract machine is a substantial endeavor. Refocusing \[71, 197\] has been proposed to assist this effort, but not all the reduction semantics are “refocus-ready.” In any case, the crucial issue is to write a good decomposition function, but there is no method for that.

In this article, we present a method where all of the above can be obtained mechanically from the specification of a deterministic reduction strategy. The method works as follows:

1. For a given grammar of terms and values, for a given notion of contraction, and for a given reduction strategy, write a compositional function that searches a non-value term for the first potential redex according to the reduction strategy.

2. CPS transform this search function and defunctionalize the continuations. The result is the grammar of the reduction contexts along with two mutually recursive search functions acting on terms and on reduction contexts.

3. Extend this defunctionalized search function to return the first potential redex in a given term together with the corresponding reduction context. The result is a tail-recursive implementation of the decomposition function that is refocus-ready.

It is our experience that for its simplicity, this prequel to reduction semantics is substantially applicable. It applies not only to the \(\lambda\)-calculus (with actual substitutions and with explicit substitutions, and with call by value, call by name, and call by need), to combinatory logic, and to graph rewriting, but also to the \(\lambda\)-calculus with effects (be them undelimited or delimited). For a concrete example, it applies to all of the reduction semantics in Felleisen et al.’s textbook on semantic engineering \[89\].

In this article, we introduce this prequel and illustrate it with three semantics of increasing complexity: arithmetic expressions, the \(\lambda\)-calculus with exceptions, and Guha et al.’s semantics for JavaScript, \(\lambda_{JS}\), which we extend with coroutines in passing.

Our message is that semantic notation is not random, nor is it arbitrary, and that it is also consistent and inter-derivable. This inter-derivability means that there is no need to learn separately about the possibility of reduction to be stuck (Plotkin) and of evaluation to go wrong (Milner): these two concepts are consistent and inter-derivable. Likewise for the notion of reduction strategy (normal order, applicative order, etc.) and of evaluation order (call by name, call by value, etc.): each reduction strategy is mirrored into an evaluation strategy through the inter-derivation. All in all, this inter-derivability means that semantic engineers do not need to go out of their zone of comfort to specify, characterize, or reason about programming languages. As for beginning semantic engineers, they do not need to be put off by existing semantics, or to feel helpless at the prospect of writing one: the specific contribution of the present methodology is a simple, practical, and scalable method to formulate reduction semantics. And once a beginning semantic engineer knows how to formulate a reduction semantics, (s)he is much more at ease to understand another one, for as Richard Feynman puts it, “What I cannot create, I do not understand.” This methodology is now in use outside the authors’ university, it has already
served as guideline to semantic engineers for obtain reduction semantics that would be
daunting to write from scratch, and it has already been used to spot errors and fix them. In
short, it makes it possible even for a beginning semantic engineer to formulate a correct,
non-trivial, and useful reduction semantics that can then be inter-derived into an abstract
machine. The variety of (necessarily concise) examples of the present article illustrates
the general applicability of the methodology for deriving a reduction semantics from a
simple prequel.

Overview: We illustrate the prequel with Pierce’s language of conditional arithmetic ex-
pressions \[166\] (Section \[5.2\]). We then turn to the call-by-value \(\lambda\)-calculus (Section \[5.3\]).
We extend the treatment of call-by-value to account for exceptions with context sensitive
contraction rules (Section \[5.4\]), and context insensitive contraction rules (Section \[5.5\]).
From the treatment of context insensitive contraction rules, we apply the method to Guha
et al.’s semantics for JavaScript (Section \[5.6\]).

Prerequisites: We assume the reader to be mildly familiar with the notion of reduction
semantics \[85, 89\], the continuation-passing style transformation \[94, 200\] and to know
that a function is defunctionalized into a data type and an apply function dispatching over
this data type \[70, 176\].

Notations: We use \(n \in \text{Int}\) to denote integers, \(b \in \text{Bool}\) to denote the truth values true
and false, and \(x \in \text{Ide}\) to denote identifiers. We use \(C\) to denote an abstract one-hole
context which is concretely represented as elements in the function space \(\text{Term} \to \text{Term}\)
for some definition of \(\text{Term}\). The term obtained by plugging the term \(t\) into the hole of the
context \(C\) is written as \(C[t]\); concretely, this plugging is achieved by applying \(C\) to \(t\). The
empty context is written as \([]\); concretely, it is represented as the identity function. When
specifying the contraction rules for a reduction semantics, we distinguish between two
types of rules: those that depend upon the context surrounding a redex – the context-
sensitive rules; and those that only depend on the redex itself – the context-insensitive
rules. Finally, to avoid confusion with syntactic abstraction and application, we use \(\lambda\) to
indicate meta-level abstraction and \(\overline{\@}\) as the infix meta-level application.

5.2 Arithmetic expressions

The goal of this section is to present our prequel to reduction semantics. To this end, we
consider a simple subset of Pierce’s language of conditional arithmetic expressions \[166\].
This section serves as a point of reference for all of the later developments, so we detail
it.

5.2.1 Syntax and contraction

The formulation of conditional arithmetic expressions reads as follows:

**Definition 9** (conditional arithmetic expressions).

**Syntax:**

\[
\text{Term} \ni t ::= n \mid b \mid t + t \mid t \Rightarrow t; t \\
\text{Val} \ni v ::= n \mid b \\
\text{PotRed} \ni r ::= v + v \mid v \Rightarrow t; t
\]
Contraction rules:

- \((\text{plus})\) \quad n_0 + n_1 \rightarrow n \quad \text{where } n = n_0 + n_1
- \((\text{true})\) \quad \text{true} \Rightarrow t_1; t_2 \rightarrow t_1
- \((\text{false})\) \quad \text{false} \Rightarrow t_1; t_2 \rightarrow t_2

\mathcal{A} = (\text{plus}) \cup (\text{true}) \cup (\text{false})

In words: Terms are literals, additions of two terms, and conditional expressions. We have two disjoint restrictions on terms: values which are the normal forms; and potential redexes which are the terms subject to reduction. Values are literals. There are two forms of potential redexes: the addition of two values or a conditional expression testing a value. To be an actual redex, the two values in an addition have to be integer literals, and the value being tested in a conditional expression has to be a Boolean literal. Otherwise, none of the contraction rules apply and the redex and the corresponding program are said to be stuck. We let \(\mathcal{A}\) be the notion of reduction on conditional arithmetic expressions.

### 5.2.2 Reduction strategy

We consider the left-most outer-most reduction strategy where the branches of conditional expressions are reduced lazily. The following reduction sequence illustrates it:

\[(1000 + 100) + (10 + 1) \rightarrow 1100 + (10 + 1) \rightarrow 1100 + 11 \rightarrow 1111\]

This reduction strategy is obtained with a depth-first left-to-right search through the syntax tree of the term under reduction. Let us spell out this search as a function that maps a value term to itself and a non-value term to the first potential redex in the reduction sequence. The search is carried out with a straight recursive descent on terms, following the reduction strategy. Literals are mapped to values; the left sub-term of an addition is first traversed, and if it turns out to be a value, the right sub-term is then traversed; and the test sub-term of a conditional expression is traversed. To avoid notational cluttering, we leave injection tags implicit:

\[
\text{Term} \rightarrow \text{Val} + \text{PotRed} \\
\text{term}(n) = n \\
\text{term}(b) = b \\
\text{term}(t_0 + t_1) = \text{case term}(t_0) of \begin{cases} 
\text{v}_0 \rightarrow \text{case term}(t_1) of \begin{cases} 
\text{v}_1 \rightarrow \text{v}_0 + \text{v}_1 \\
\text{r} \rightarrow \text{r} 
\end{cases} \\
\text{r} \rightarrow \text{r} 
\end{cases} \\
\text{term}(t_0 \Rightarrow t_1; t_2) = \text{case term}(t_0) of \begin{cases} 
\text{v}_0 \rightarrow \text{v}_0 \Rightarrow t_1; t_2 \\
\text{r} \rightarrow \text{r} 
\end{cases}
\]

In general, search is a compositional and total function mapping a term to a value, potential redex, or an error. Errors are observable objects and thus distinguishable from
5.2. Arithmetic expressions

non-termination. Depending on the well-formedness criteria for terms, errors might be avoided as is the case for this account of arithmetic expressions.

\[
\text{Term} \rightarrow \text{Val} + \text{PotRed}
\]

\[
\text{search}(t) = \text{case term}(t) \text{ of } \begin{array}{l}
| v \rightarrow v \\
| r \rightarrow r 
\end{array}
\]

While straightforward to write, this search function forces one to express the essence of the reduction paraphernalia. Indeed, from this search function alone, we can mechanically extract both the grammar of reduction contexts and the decompose function, as illustrated in the next sections.

NB. This search function reflects the usual congruence rules and propagation of values as specified in a structural operational semantics [171].

5.2.3 CPS transforming the search function

Let us start by CPS transforming the search function of Section 5.2.2:

\[
\text{Term} \times (\text{Val} + \text{PotRed} \rightarrow \alpha) \rightarrow \alpha
\]

\[
term(n, k) = k \overline{\beta} n
\]

\[
term(b, k) = k \overline{\beta} b
\]

\[
term(t_0 + t_1, k) = \text{term}(t_0, \overline{\lambda x.\text{case } x \text{ of }} \begin{array}{l}
| v_0 \rightarrow \text{term}(t_1, \overline{\lambda x.\text{case } x \text{ of }} \begin{array}{l}
| v_1 \rightarrow k \overline{\beta} (v_0 + v_1) \\
| r \rightarrow k \overline{\beta} r
\end{array}) \\
| r \rightarrow k \overline{\beta} r
\end{array})
\]

\[
term(t_0 \Rightarrow t_1; t_2, k) = \text{term}(t_0, \overline{\lambda x.\text{case } x \text{ of }} \begin{array}{l}
| v_0 \rightarrow k \overline{\beta} (v_0 \Rightarrow t_1; t_2) \\
| r \rightarrow k \overline{\beta} r
\end{array})
\]

\[
\text{Term} \rightarrow \text{Val} + \text{PotRed}
\]

\[
\text{search}(t) = \text{term}(t, \overline{\lambda x.\text{case } x \text{ of }} \begin{array}{l}
| r \rightarrow r \\
| v \rightarrow v
\end{array})
\]

The result is a tail-recursive search function with a functional representation of “the rest of the search.” This representation encodes a notion of context, as developed in the following section.

5.2.4 Defunctionalizing the continuations

In Section 5.2.3 the search function constructs continuations at three distinct sites, given an initial continuation. We therefore partition the function space into four summands:

1. The initial continuation, the identity function, which has no free variables.

2. The first continuation when searching in an addition, which has two free variables: the continuation \(k\), and the term \(t_1\).
3. The second continuation when searching in an addition, which has two free variables: the value $v_0$, and the continuation $k$.

4. The continuation when searching in a conditional expression, which has three free variables: the continuation $k$, and the terms $t_1$ and $t_2$.

Defunctionalizing the continuation of the search function therefore gives rise to (1) the following data type of reduction contexts, expressed as a grammar:

$$\text{Ctx} \ni C ::= \square \mid C + t \mid v + C \mid C \Rightarrow t; t$$

and (2) an apply function dispatching over the data type of contexts:

$$\text{Ctx} \times (\text{Val} + \text{PotRed}) \rightarrow \text{Val} + \text{PotRed}$$

$$\text{context}(\square, v) = v$$

$$\text{context}(\square, r) = r$$

$$\text{context}(C + t_1, v_0) = \text{term}(t_1, v_0 + C)$$

$$\text{context}(C + t_1, r) = \text{context}(C, r)$$

$$\text{context}(v_0 + C, v_1) = \text{context}(C, v_0 + v_1)$$

$$\text{context}(v_0 + C, r) = \text{context}(C, r)$$

$$\text{context}(C \Rightarrow t_1; t_2, v_0) = \text{context}(C, v_0 \Rightarrow t_1; t_2)$$

$$\text{context}(C \Rightarrow t_1; t_2, r) = \text{context}(C, r)$$

After defunctionalization, the search function reads as follows:

$$\text{Term} \times \text{Ctx} \rightarrow \text{Val} + \text{PotRed}$$

$$\text{term}(n, C) = \text{context}(C, n)$$

$$\text{term}(b, C) = \text{context}(C, b)$$

$$\text{term}(t_0 + t_1, C) = \text{term}(t_0, C + t_1)$$

$$\text{term}(t_0 \Rightarrow t_1; t_2, C) = \text{term}(t_0, C \Rightarrow t_1; t_2)$$

$$\text{Term} \rightarrow \text{Val} + \text{PotRed}$$

$$\text{search}(t) = \text{term}(t, \square)$$

**Simplifying the apply function:** In the starting definition of the search function (Section 5.2.2), a redex bubbles up through the chain of returns, reflecting the depth of the recursive descent. After CPS transformation (Section 5.2.3), the definition of the search function is tail-recursive, and so is its defunctionalized counterpart. However, in a tail-recursive definition, the chain of returns has length 1, and there is thus no need to bubble up redexes when they are found. Let us optimize the definition of the search function by short-cutting the propagation of potential redexes:

**Proposition 10** (potential redexes in context). $\text{context}(C, r) = r$

**Proof.** Induction on $C$. 

As a consequence, all dispatching on potential redexes can be avoided in the definition of context:

$$\text{Ctx} \times \text{Val} \rightarrow \text{Val} + \text{PotRed}$$

$$\text{context}(\square, v) = v$$

$$\text{context}(C + t_1, v_0) = \text{term}(t_1, v_0 + C)$$

$$\text{context}(v_0 + C, v_1) = v_0 + v_1$$

$$\text{context}(C \Rightarrow t_1; t_2, v_0) = v_0 \Rightarrow t_1; t_2$$
5.2.5 Searching for the first potential redex and its reduction context

Let us make the search function return not just the first potential redex in a given non-value term but also the associated reduction context. Together, the potential redex and the reduction context form a decomposition \( (r, C) \in \text{PotRed} \times \text{Ctx} \). We therefore rename \textit{search} to \textit{decompose}:

\[
\text{Term} \times \text{Ctx} \rightarrow \text{Val} + \text{PotRed} \times \text{Ctx}
\]

\[
\text{term}(n, C) = \text{context}(C, n)
\]

\[
\text{term}(b, C) = \text{context}(C, b)
\]

\[
\text{term}(t_0 + t_1, C) = \text{term}(t_0, C + t_1)
\]

\[
\text{term}(t_0 \Rightarrow t_1; t_2, C) = \text{term}(t_0, C \Rightarrow t_1; t_2)
\]

\[
\text{Ctx} \times \text{Val} \rightarrow \text{Val} + \text{PotRed} \times \text{Ctx}
\]

\[
\text{context}([\ ], v) = v
\]

\[
\text{context}(C + t_1, v_0) = \text{term}(t_1, v_0 + C)
\]

\[
\text{context}(v_0 + C, v_1) = (v_0 + v_1, C)
\]

\[
\text{context}(C \Rightarrow t_1; t_2, v_0) = (v_0 \Rightarrow t_1; t_2, C)
\]

\[
\text{Term} \rightarrow \text{Val} + \text{PotRed} \times \text{Ctx}
\]

\[
\text{decompose}(t) = \text{term}(t, [\ ])
\]

This definition is that of the traditional decomposition function of a non-value term into a potential redex and its context, represented as a big-step abstract machine [67]. (Value terms are fixed points.) Furthermore, the machine consists of two mutually recursive functions that respectively dispatch on terms and on reduction contexts. From such a decompose function, as illustrated elsewhere [9, 27, 28, 73, 76, 77, 194, 211, 222], a wide range of other semantic formulations can be derived.

5.2.6 Recomposing a term and a reduction context

The recomposition function is the left fold over reduction contexts. It zips each context constructor to its corresponding term constructor:

\[
\text{Ctx} \times \text{Term} \rightarrow \text{Term}
\]

\[
\text{recompose}([\ ], t) = t
\]

\[
\text{recompose}(C + t_1, t_0) = \text{recompose}(C, t_0 + t_1)
\]

\[
\text{recompose}(v_0 + C, t_1) = \text{recompose}(C, v_0 + t_1)
\]

\[
\text{recompose}(C \Rightarrow t_1; t_2, t_0) = \text{recompose}(C, t_0 \Rightarrow t_1; t_2)
\]

We can state the following correctness criteria for the relation between decomposition and recomposition:

\textbf{Property 11} (recomposition is a left inverse of decomposition). For all non-value terms \( t, \text{decompose}(t) = (r, C) \Rightarrow \text{recompose}(C, r) = t \).

\textit{Proof.} By mutual induction on the derivations of \textit{term} and \textit{context}. \qed
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Syntax:

Term \ni t ::= n \mid b \mid t + t \mid t \Rightarrow t; t

Val \ni v ::= n \mid b

PotRed \ni r ::= v + v \mid v \Rightarrow t; t

Ctx \ni C ::= [ ] \mid C + t \mid v + C \mid C \Rightarrow t; t

Contraction rules:

(plus) \quad n_0 + n_1 \rightarrow n \quad \text{where } n = n_0 + n_1

(true) \quad true \Rightarrow t_1; t_2 \rightarrow t_1

(false) \quad false \Rightarrow t_1; t_2 \rightarrow t_2

\mathcal{A} = \text{(plus)} \cup \text{(true)} \cup \text{(false)}

Decomposition:

Term \times Ctx \rightarrow \text{Val + PotRed \times Ctx}

term(n, C) = \text{context}(C, n)

term(b, C) = \text{context}(C, b)

term(t_0 + t_1, C) = term(t_0, C + t_1)

term(t_0 \Rightarrow t_1; t_2, C) = term(t_0, C \Rightarrow t_1; t_2)

Ctx \times \text{Val} \rightarrow \text{Val + PotRed \times Ctx}

context([ ], v) = v

context(C + t_1, v_0) = term(t_1, v_0 + C)

context(v_0 + C, v_1) = \langle v_0 + v_1, C \rangle

context(C \Rightarrow t_1; t_2, v_0) = \langle v_0 \Rightarrow t_1; t_2, C \rangle

Term \rightarrow \text{Val + PotRed \times Ctx}

decompose(t) = \text{term}(t, [ ])

Recomposition:

Ctx \times \text{Term} \rightarrow \text{Term}

recompose([ ], t) = t

recompose(C + t_1, t_0) = recompose(C, t_0 + t_1)

recompose(v_0 + C, t_1) = recompose(C, v_0 + t_1)

recompose(C \Rightarrow t_1; t_2, t_0) = recompose(C, t_0 \Rightarrow t_1; t_2)

One-step reduction:

\quad t \mapsto_{\mathcal{A}} t' \quad \text{if} \quad \begin{cases} 
\text{decompose}(t) = \langle r, C \rangle \\
\quad (r, t'') \in \mathcal{A} \\
\quad \text{recompose}(C, t'') = t'
\end{cases}

One-step reduction is a partial function since a term may already be a value or the potential redex may not be an actual one.

Figure 5.1: A reduction semantics for arithmetic expressions
5.2.7 A reduction semantics

We are now in position to completely state a reduction semantics for the language of arithmetic expressions and conditionals, as displayed in Figure 5.1. The syntax is that of Section 5.2.1 along with the grammar of reduction contexts derived in Section 5.2.4. The contraction rules are unchanged from Section 5.2.1. Decomposition is a tail-recursive function that, given a non-value term, yields the next potential redex and its reduction context. Its definition is that of Section 5.2.5 and was obtained by mechanically transforming the search function implementing the reduction strategy. Recomposition is a tail-recursive function that, given a reduction context and a term, plugs this term into the hole of this reduction context. The definition is that of Section 5.2.6. A single step in the reduction sequence is performed by decomposition, contraction, and recomposition.

Diagrammatically:

\[
\text{decompose} \downarrow \downarrow \text{one-step reduction} \text{contract} \rightarrow \text{recompose}
\]

For example, to come back to the reduction sequence of Section 5.2.2, here is its first step:

\[
(1000 + 100) + (10 + 1) \downarrow \downarrow \text{one-step reduction} \rightarrow 1100 + (10 + 1)
\]

\[
\text{decompose} \rightarrow \text{contract} \rightarrow \text{recompose}
\]

\[
(1000 + 100) \rightarrow [1000 + 100] + (10 + 1) \rightarrow [1100] + (10 + 1)
\]

5.2.8 An abstract machine

The reduction semantics of Section 5.2.7 provides a complete specification of evaluation and can be directly implemented as an evaluator that iterates one-step reduction:

\[
\text{decompose} \rightarrow \text{contract} \rightarrow \text{recompose}
\]

However, such a reduction-based evaluator is needlessly inefficient because it enumerates the standard reduction sequence: for each contraction, the reduction context and contractum are recomposed to create the next reduct, which is subsequently decomposed in
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\[
\begin{align*}
\text{Term} \times \text{Ctx} &\rightarrow \text{Val} \\
\text{term}(n, C) &= \text{context}(C, n) \\
\text{term}(b, C) &= \text{context}(C, b) \\
\text{term}(t_0 + t_1, C) &= \text{term}(t_0, C + t_1) \\
\text{term}(t_0 \Rightarrow t_1; t_2, C) &= \text{term}(t_0, C \Rightarrow t_1; t_2)
\end{align*}
\]

\[
\begin{align*}
\text{Ctx} \times \text{Val} &\rightarrow \text{Val} \\
\text{context}([ ], v) &= v \\
\text{context}(C + t_1, v_0) &= \text{term}(t_1, v_0 + C) \\
\text{context}(n_0 + C, n_1) &= \text{term}(n, C) \quad \text{where } n = n_0 + n_1 \\
\text{context}(C \Rightarrow t_1; t_2, \text{true}) &= \text{term}(t_1, C) \\
\text{context}(C \Rightarrow t_1; t_2, \text{false}) &= \text{term}(t_2, C)
\end{align*}
\]

\[
\begin{align*}
\text{Term} &\rightarrow \text{Val} \\
\text{eval}(t) &= \text{term}(t, [ ])
\end{align*}
\]

Figure 5.2: An abstract machine for arithmetic expressions

Danvy and Nielsen have shown how, under circumstances met here, the enumeration of intermediate terms in the reduction sequence can be deforested away by refocusing \[71, 197\]:

This deforestation is achieved by simply continuing the decomposition of the contractum in the current context. The result is the tail-recursive evaluator of Figure 5.2, which takes the form of an abstract machine. We can optimize this machine by hereditarily compressing its “corridor” transitions. For example, the third rule of context has a known target and can be compressed to:

\[
\text{context}(n_0 + C, n_1) = \text{context}(C, n) \quad \text{where } n = n_0 + n_1
\]

### 5.2.9 Summary and conclusion

We have constructed a refocus-ready reduction semantics out of a total search function implementing the reduction strategy for arithmetic expressions. We have then derived the corresponding abstract machine. The following sections instantiate this construction for a variety of notions of computation.

**Terminology:** In the rest of these notes, we refer to the construction of a refocus-ready reduction semantics as “the prequel.” Following Biernacka and Danvy \[28\], we refer to the subsequent derivation of an abstract machine as “the syntactic correspondence.”
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5.3 The call-by-value $\lambda$-calculus

In this section, we develop a call-by-value reduction semantics for the $\lambda$-calculus with integers. This semantics will serve as a starting point for the extensions treated in later sections.

5.3.1 Syntax and contraction

The call-by-value formulation reads as follows:

**Definition 12** ($\lambda$-calculus for call-by-value reduction).

**Syntax:**

\[
\begin{align*}
\text{Term} & \ni t ::= x | \lambda x.t | t \cdot t | n | \text{succ } t \\
\text{Val} & \ni v ::= \lambda x.t | n \\
\text{PotRed} & \ni r ::= v \cdot v | \text{succ } v
\end{align*}
\]

**Contraction rules:**

\[
(\beta_v) (\lambda x.t) v \rightarrow t[v/x]
\]

\[
(\text{succ}) \quad \text{succ } n \rightarrow n' \quad \text{where } n' = n + 1
\]

In words: Terms are $\lambda$-terms with integers, and the successor function. There are two disjoint restrictions on terms: values and potential redexes. Values are $\lambda$-abstractions and integers. There are two forms of potential redexes: the application of two values or the application of the successor function to a value. To be an actual redex, the first value of an application must be a $\lambda$-abstraction, and the argument of the successor function must be an integer value; otherwise the corresponding term is stuck. We let $\mathcal{V}$ be the notion of call-by-value reduction on $\lambda$-terms.

5.3.2 Reduction strategy

For call by value, we consider the left-most inner-most reduction strategy without reducing under $\lambda$-abstractions. Let us spell out the search on terms as a function that maps a value term to itself and a non-value term to a potential redex or to an identifier that occurs free in the term. The search is carried out with a straight recursive descent on terms following the reduction strategy. Integers are mapped to integers; identifiers to identifiers; $\lambda$-abstractions to $\lambda$-abstractions; the left sub-term of an application is first traversed, and if it turns out to be a value, the right sub-term is then traversed; and the argument sub-term
of the successor function is traversed:

\[
\text{Term} \rightarrow \text{Val} + \text{PotRed} + \text{Ide}
\]
\[
term(n) = n
\]
\[
term(x) = x
\]
\[
term(\lambda x.t) = \lambda x.t
\]
\[
term(t_0 \ t_1) = \text{case term}(t_0) \text{ of }
\]
\[
| \ v_0 \rightarrow \text{case term}(t_1) \text{ of }
\]
\[
| \ v_1 \rightarrow v_0 \ v_1
\]
\[
| \ r \rightarrow r
\]
\[
| \ x \rightarrow x
\]
\[
| \ r \rightarrow r
\]
\[
| \ x \rightarrow x
\]
\[
term(\text{succ } t_1) = \text{case term}(t_1) \text{ of }
\]
\[
| \ v_1 \rightarrow \text{succ } v_1
\]
\[
| \ r \rightarrow r
\]
\[
| \ x \rightarrow x
\]

\[
\text{Term} \rightarrow \text{Val} + \text{PotRed} + \text{Err}
\]
\[
\text{search}(t) = \text{case term}(t) \text{ of }
\]
\[
| \ v \rightarrow v
\]
\[
| \ r \rightarrow r
\]
\[
| \ x \rightarrow \text{error "free identifier } x"
\]

Here the search function can map to a value, a potential redex, or an explicit error. If the result is an error or the potential redex is not an actual redex, the term is stuck.

### 5.3.3 A reduction semantics

Applying the prequel to the search function of Section 5.3.2 yields a grammar of reduction contexts and a decomposition function. We are then in position to state a reduction semantics for the language in complete detail, as displayed in Figure 5.3.

### 5.3.4 An abstract machine

Applying the syntactic correspondence (i.e., refocusing and transition compression) to the reduction semantics of Figure 5.3 yields the abstract machine displayed in Figure 5.4. The cognoscenti will recognize the classical CK machine \[89\]. (Had our initial calculus used explicit substitutions, the result would be an environment machine: the CEK machine \[28, 87, 176\].)

### 5.3.5 Summary and conclusion

We have constructed a refocus-ready reduction semantics out of a total search function implementing a call-by-value reduction strategy for the \(\lambda\)-calculus. We have then derived the corresponding abstract machine.
5.3. Call-by-value $\lambda$-calculus

Syntax:

Term $\ni t ::= x \mid \lambda x.t \mid t \; t \mid n \mid succ \; t$

Val $\ni v ::= \lambda x.t \mid n$

PotRed $\ni r ::= v \; v \mid succ \; v$

Ctx $\ni C ::= [\;] \mid C \; t \mid v \; C \mid succ \; C$

Contraction rules:

$$(\beta_v) \quad (\lambda x.t) \; v \rightarrow t[v/x]$$

$$(succ) \quad succ \; n \rightarrow n' \quad \text{where } n' = n + 1$$

$\mathcal{V} = (\beta_v) \cup (succ)$

Decomposition:

Term $\times$ Ctx $\rightarrow$ Val $+$ PotRed $\times$ Ctx $+$ Err

$\text{term}(n, C) = \text{context}(C, n)$

$\text{term}(x, C) = \text{error} \quad \text{“free identifier } x\text{”}$

$\text{term}(\lambda x.t, C) = \text{context}(C, \lambda x.t)$

$\text{term}(t_0 \; t_1, C) = \text{term}(t_0, C \; t_1)$

$\text{term}(\text{succ} \; t_1, C) = \text{term}(t_1, \text{succ} \; C)$

Ctx $\times$ Val $\rightarrow$ Val $+$ PotRed $\times$ Ctx $+$ Err

$\text{context}([\;], v) = v$

$\text{context}(C \; t_1, v_0) = \text{term}(t_1, v_0 \; C)$

$\text{context}(v_0 \; C, v_1) = \langle v_0 \; v_1, C \rangle$

$\text{context}(\text{succ} \; C, v_1) = \langle \text{succ} \; v_1, C \rangle$

Term $\rightarrow$ Val $+$ PotRed $\times$ Ctx $+$ Err

$\text{decompose}(t) = \text{term}(t, [\;])$

Recomposition:

Ctx $\times$ Term $\rightarrow$ Term

$\text{recompose}([\;], t) = t$

$\text{recompose}(C \; t_1, t_0) = \text{recompose}(C, t_0 \; t_1)$

$\text{recompose}(v_0 \; C, t_1) = \text{recompose}(C, v_0 \; t_1)$

$\text{recompose}(\text{succ} \; C, t_1) = \text{recompose}(C, \text{succ} \; t_1)$

One-step reduction:

$t \rightarrow_{\mathcal{V}} t' \text{ if } \begin{cases} 
\text{decompose}(t) = \langle r, C \rangle \\
(r, t'') \in \mathcal{V} \\
\text{recompose}(C, t'') = t'
\end{cases}$

One-step reduction is a partial function since a term may already be a value, decomposition may yield an error, or the potential redex may not be an actual one.

Figure 5.3: A call-by-value reduction semantics for the $\lambda$-calculus with integers
5.4 The call-by-value λ-calculus with exceptions and context-sensitive contraction rules

In this section, we extend the λ-calculus of Section 5.3 with exceptions using context-sensitive contraction rules. When specifying these rules, we leave the definition of contexts abstract: as in Sections 5.2 and 5.3, their concrete definition will arise as the data type of the defunctionalized continuation of the function searching for a redex according to the reduction strategy.

5.4.1 Syntax and contraction

The context-sensitive extension reads as follows:

**Definition 13** (context-sensitive λ-calculus with exceptions).

**Syntax** (extending the syntax of Definition 12):

\[\begin{align*}
\text{Exc} & \ni e \\
\text{Term} & \ni t ::= \ldots \mid \text{handle} (t, e, t) \mid \text{raise} e t \\
\text{PotRed} & \ni r ::= \ldots \mid \text{handle} (v, e, t) \mid \text{raise} e v
\end{align*}\]

**Contraction rules** (extending the rules of Definition 12):

\[\begin{align*}
\text{(handle)} & \quad C[\text{handle} (v, e, t)] \rightarrow C[v] \\
\text{(raise)} & \quad C[\text{raise} e v] \rightarrow C'[t v] \quad \text{where } C = C'[\text{handle} (C'', e, t)] \\
& \quad \text{and } e \text{ is not declared in } C''
\end{align*}\]

\[\mathcal{E}_s = \mathcal{V} \cup \text{(handle)} \cup \text{(raise)}\]

Figure 5.4: A call-by-value abstract machine for the λ-calculus
5.4 Call-by-value $\lambda$-calculus with exceptions and context-sensitive contraction rules

In words: The definition of terms is extended with two forms: a handle expression and a raise exception.

- A handle expression handle $((t, e, t'))$ has three sub-forms: a body $t$, an exception $e$, and a continuation $t'$. When a handle expression is evaluated, its body $t$ is first evaluated. If no exception is raised in the course of evaluating $t$, the resulting value, $v$, is also the result of evaluating the handle expression. If an exception $e$ is raised with a value $v$ in the course of evaluating $t$, the continuation $t'$ is applied to $v$ in the context of the handle expression.

- A raise expression $\text{raise } e t$ has two sub-forms: an exception $e$ and an argument $t$. When a raise expression is evaluated, its argument $t$ is first evaluated. If this evaluation yields a value $v$ and the context of the raise expression contains a matching handler, then the exception $e$ is said to be raised with the value $v$ and it is handled by the nearest matching handler as described just above. If there is no matching handler in the context, the term is stuck.

Values remain the same. For each new form, there is a new potential redex and a new context-sensitive contraction rule: a handle expression with a value (i.e., where no exception was raised in the course of the reduction of its body) contracts to this value in the same context; and a raise expression with a value locates the nearest matching handler in the current context and contracts to the application of the handler’s continuation to the raised value in the context of the corresponding handle expression. In so doing, the delimited context up to the point of the handle expression, i.e., $C''$, is elided. We let $\mathcal{E}$ be the notion of context-sensitive reduction on $\lambda$-terms with exceptions.

5.4.2 Reduction strategy

For this extension of call by value with exceptions, we consider the left-most inner-most reduction strategy where handler continuations are treated lazily, the way consequents and alternatives were treated in conditional expressions, in Section 5.2. Let us spell out the search on terms as a function that maps a value term to itself and a non-value term to a potential redex or to an identifier that occurs free in the term. The search is carried out with a straight recursive descent on terms following the reduction strategy. For brevity, instead of specifying the search function in full, we present it as an extension of the search function from Section 5.3.2. Both the body of a handle expression and the argument of a raise expression are traversed:

$$
\text{Term} \rightarrow \text{Val} + \text{PotRed} + \text{Ide}
$$

\[
\begin{align*}
term(\text{handle } (t, e, t')) &= \text{case } term(t) \text{ of } \quad | v \rightarrow \text{handle } (v, e, t') \quad | r \rightarrow r \quad | x \rightarrow x \\
term(\text{raise } e t) &= \text{case } term(t) \text{ of } \quad | v \rightarrow \text{raise } e v \quad | r \rightarrow r \quad | x \rightarrow x
\end{align*}
\]
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\[
\text{Term} \rightarrow \text{Val} + \text{PotRed} + \text{Err} \\
\text{search}(t) = \text{case term}(t) \text{ of} \\
| v \rightarrow v \\
| r \rightarrow r \\
| x \rightarrow \text{error “free identifier } x\text{”}
\]

5.4.3 A reduction semantics

Applying the prequel to the call-by-value search function of Section 5.4.2 yields a grammar of reduction contexts and a decomposition function. We are then in position to state a reduction semantics for the language in complete detail, as displayed in Figure 5.5.

5.4.4 An abstract machine

Applying the syntactic correspondence (i.e., refocusing and transition compression) to the reduction semantics of Figure 5.5 yields an abstract machine. This machine is the classical CK machine extended with exceptions.

5.4.5 Summary and conclusion

We have constructed a refocus-ready reduction semantics out of a total search function implementing the call-by-value reduction strategy for the \(\lambda\)-calculus with exceptions. We have then derived the corresponding abstract machine.

This section illustrated how to apply the prequel in the presence of a control operator specified with context-sensitive contraction rules.

5.5 The call-by-value \(\lambda\)-calculus with exceptions and context-insensitive contraction rules

In this section, we incrementally extend the call-by-value \(\lambda\)-calculus of Section 5.3 with exceptions using context-insensitive contraction rules instead of context-sensitive rules, as in Section 5.4. Again, in Section 5.5.1 as in Section 5.4.1 we leave the definition of contexts abstract: their concrete definition will arise as the data type of the defunctionalized continuation of the function searching for a redex according to the reduction strategy.

5.5.1 Syntax and contraction

The context-insensitive extension reads as follows:

**Definition 14** (context-insensitive \(\lambda\)-calculus with exceptions).

**Syntax** (extending the syntax of Definition 12):

\[
\text{Exc} \ni e \\
\text{Term} \ni t ::= \ldots \mid \text{handle } (t, e, t) \mid \text{raise } e \ t \\
\text{PotRed} \ni r ::= \ldots \mid \text{handle } (v, e, t) \mid \text{handle } (C[\text{raise } e \ v], e, t)
\]
5.5. Call-by-value $\lambda$-calculus with exceptions and context-insensitive contraction rules

Syntax:

$$\begin{align*}
\text{Exc} & \ni e \\
\text{Term} & \ni t ::= x \mid \lambda x.t \mid t t \mid n \mid \text{succ } t \mid \text{handle } (t, e, t) \mid \text{raise } e t \\
\text{Val} & \ni v ::= \lambda x.t \mid n \\
\text{PotRed} & \ni r ::= v v \mid \text{succ } v \mid \text{handle } (v, e, t) \mid \text{raise } e v \\
\text{Ctx} & \ni C ::= [] \mid C t \mid v C \mid \text{succ } C \mid \text{handle } (C, e, t) \mid \text{raise } e C 
\end{align*}$$

Contraction rules:

$$(\beta_v) \quad C[(\lambda x.t) v] \rightarrow C[t[x/v]]$$

$$(\text{succ}) \quad C[\text{succ } n] \rightarrow C[n']$$

$$(\text{handle}) \quad C[\text{handle } (v, e, t)] \rightarrow C[v]$$

$$(\text{raise}) \quad C[\text{raise } e v] \rightarrow C'[t v]$$

where $n' = n + 1$

and $e$ is not declared in $C''$

$\mathcal{E}_s = (\beta_v) \cup (\text{succ}) \cup (\text{handle}) \cup (\text{raise})$

Decomposition:

$$\begin{align*}
\text{Term} \times \text{Ctx} & \rightarrow \text{Val} + \text{PotRed} \times \text{Ctx} + \text{Err} \\
term(n, C) & = \text{context}(C, n) \\
term(x, C) & = \text{error } \text{“free identifier } x\text{”} \\
term(\lambda x.t, C) & = \text{context}(C, \lambda x.t) \\
term(t_0, t_1, C) & = \text{term}(t_0, C t_1) \\
term(\text{succ } t_1, C) & = \text{term}(t_1, \text{succ } C) \\
term(\text{handle } (t, e, t'), C) & = \text{term}(t, \text{handle } (C, e, t')) \\
term(\text{raise } e t, C) & = \text{term}(t, \text{raise } e C) \\
\text{Ctx} \times \text{Val} & \rightarrow \text{Val} + \text{PotRed} \times \text{Ctx} + \text{Err} \\
\text{context}([], v) & = v \\
\text{context}(C t_1, v_0) & = \text{term}(t_1, v_0 C) \\
\text{context}(v_0 C, v_1) & = (v_0 v_1, C) \\
\text{context}(\text{succ } C, v_1) & = (\text{succ } v_1, C) \\
\text{context}(\text{handle } (C, e, t'), v) & = (\text{handle } (v, e, t'), C) \\
\text{context}(\text{raise } e C, v) & = (\text{raise } e v, C) \\
\text{Term} & \rightarrow \text{Val} + \text{PotRed} \times \text{Ctx} + \text{Err} \\
\text{decompose}(t) & = \text{term}(t, [])
\end{align*}$$

Recomposition:

$$\begin{align*}
\text{Ctx} \times \text{Term} & \rightarrow \text{Term} \\
\text{recompose}([], t) & = t \\
\text{recompose}(C t_1, t_0) & = \text{recompose}(C, t_0 t_1) \\
\text{recompose}(v_0 C, t_1) & = \text{recompose}(C, v_0 t_1) \\
\text{recompose}(\text{succ } C, t_1) & = \text{recompose}(C, \text{succ } t_1) \\
\text{recompose}(\text{handle } (C, e, t'), t) & = \text{recompose}(C, \text{handle } (t, e, t')) \\
\text{recompose}(\text{raise } e C, t) & = \text{recompose}(C, \text{raise } e t)
\end{align*}$$

One-step reduction:

$$t \rightarrow_{\mathcal{E}_s} t' \text{ if } \text{decompose}(t) = \langle r, C \rangle \land (C[r], C'[t'']) \in \mathcal{E}_s \land \text{recompose}(C', t'') = t'$$

Figure 5.5: A call-by-value reduction semantics for the $\lambda$-calculus with exceptions and context-sensitive contraction rules
Contraction rules (extending the rules of Definition 12):

\[
\begin{align*}
\text{(handle)} & \quad \text{handle } (v, e, t) \rightarrow v \\
\text{(raise)} & \quad \text{handle } (C[\text{raise } e v], e, t) \rightarrow t \; v
\end{align*}
\]

where \( e \) is not declared in \( C \)

\[\delta_i = \forall \cup (\text{handle}) \cup (\text{raise})\]

In words: The syntax is extended as in Section 5.4, i.e., with a handle expression, handle \((t, e, t')\), and a raise expression, \(\text{raise } e \; t\). Values remain the same. For each new form, there is a new potential redex and a new context-insensitive contraction rule: a handle expression with a value (i.e., where no exception was raised in the course of the reduction of its body) contracts to this value; and a raise expression with a value occurring in the nearest body of a matching handle expression contracts to the application of the handler’s continuation to the raised value. In so doing, the delimited context up to the point of the handler expression is elided. Here the abstract delimited context surrounding the raise expression should satisfy some conditions: the raise expression should be uniquely determined and the context should not contain any handle expressions for the same exception. Both of these properties will follow from the specification of the search function. We let \(\delta_i\) be the notion of context-insensitive reduction on \(\lambda\)-terms with exceptions.

5.5.2 Reduction strategy

For this extension of call by value with exceptions, we consider the left-most inner-most reduction strategy where handler continuations are treated lazily. Let us spell out the search on terms as a function that maps a value term to itself and a non-value term to a potential redex, an identifier that occurs free in the term, or a raise expression and its (abstract) context. We denote a raise expression and its context as:

\[\text{Raise} = (\text{Term} \rightarrow \text{Term}) \times \text{Exc} \times \text{Val} \ni C[\text{raise } e \; v]\]

The search is carried out with a straight recursive descent on terms following the same reduction strategy as the call-by-value search of Section 5.3.2:

\[
\begin{align*}
\text{Term} & \rightarrow \text{Val} + \text{PotRed} + \text{Ide} + \text{Raise} \\
\text{term}(x) & = x \\
\text{term}(v) & = v \\
\text{term}(t_0 \; t_1) & = \text{case } \text{term}(t_0) \text{ of} \\
& \quad \quad | \ v_0 \rightarrow \text{case } \text{term}(t_1) \text{ of} \\
& \quad \quad \quad | \ v_1 \rightarrow v_0 \; v_1 \\
& \quad \quad \quad | \ r \rightarrow r \\
& \quad \quad \quad | \ x \rightarrow x \\
& \quad \quad \quad | \ C[\text{raise } e \; v] \rightarrow (v_0 \; C)[\text{raise } e \; v] \\
& \quad \quad | r \rightarrow r \\
& \quad \quad | x \rightarrow x \\
& \quad \quad | C[\text{raise } e \; v] \rightarrow (C \; t_1)[\text{raise } e \; v] \\
\text{term}(\text{succ } t_1) & = \text{case } \text{term}(t_1) \text{ of} \\
& \quad \quad | \ v_1 \rightarrow \text{succ } v_1 \\
& \quad \quad | r \rightarrow r \\
& \quad \quad | x \rightarrow x \\
& \quad \quad | C[\text{raise } e \; v] \rightarrow (\text{succ } C)[\text{raise } e \; v]
\end{align*}
\]
Both the body of a handle expression and the argument of a raise expression are traversed:

\[
\text{term}(\text{handle} (t, e, t')) = \text{case } \text{term}(t) \text{ of } \\
| v \rightarrow \text{handle} (v, e, t') \\
| r \rightarrow r \\
| x \rightarrow x \\
| C[\text{raise } e v] \rightarrow \text{handle}(C[\text{raise } e v], e, t') \\
| C[\text{raise } e' v] \rightarrow (\text{handle}(C, e, t'))[\text{raise } e' v] \\
\text{where } e \neq e',
\]

\[
\text{term}(\text{raise } e t) = \text{case } \text{term}(t) \text{ of } \\
| v \rightarrow [\ ][\text{raise } e v] \\
| r \rightarrow r \\
| x \rightarrow x \\
| C[\text{raise } e' v] \rightarrow (\text{raise } e C)[\text{raise } e' v]
\]

**Term \rightarrow Val + PotRed + Err**

\[
\text{search}(t) = \text{case } \text{term}(t) \text{ of } \\
| v \rightarrow v \\
| r \rightarrow r \\
| x \rightarrow \text{error “free identifier } x” \\
| C[\text{raise } e v] \rightarrow \text{error “unhandled exception } e”
\]

### Delimited contexts

The search function for the context-insensitive formulation is more complex than for the context-sensitive formulation. This is because the side condition that was formerly about the context surrounding a redex (the \((\text{raise})\) rule in Definition [13]) is now stated on the delimited context that is part of the redex. Thus, the search function must satisfy this condition as opposed to the contraction function. Just as for the grammar of evaluation contexts, this abstract delimited context is made concrete by the search function. We defunctionalize the function-space component of \(\text{Raise}\) to obtain the grammar of “raise” contexts:

\[
\text{RaiseCtx} \ni R ::= [ ] \mid R t \mid v R \mid \text{succ } R \mid \text{handle} (R, e, t) \mid \text{raise } e R
\]

and an application function that consumes each production in the grammar:

\[
\text{RaiseCtx} \times \text{Term} \rightarrow \text{Term} \\
\text{apply}([ ], t) = t \\
\text{apply}(R t_1, t_0) = \text{apply}(R, t_0) t_1 \\
\text{apply}(v_0 R, t_1) = v_0 \text{apply}(R, t_1) \\
\text{apply}(\text{succ } R, t_1) = \text{succ } \text{apply}(R, t_1) \\
\text{apply}(\text{handle} (R, e, t'), t) = \text{handle}(\text{apply}(R, t), e, t') \\
\text{apply}(\text{raise } e R, t) = \text{raise } e \text{apply}(R, t)
\]

Because a raise context is constructed at return time, i.e., from the inside out, the resulting raise context is outside in. Therefore, the apply function is the right-fold over raise contexts. It maps each raise context to its corresponding term constructor. Finally, it follows from the definition of search that the raise context is uniquely determined and that no handle context is created that binds a raised exception.
### Syntax:

\[
\begin{align*}
\text{Exc} & \ni e \\
\text{Term} & \ni t ::= x \mid \lambda x.t \mid t.t \mid n \mid \text{succ } t \mid \text{handle } (t, e, t) \mid \text{raise } e.t \\
\text{Val} & \ni v ::= \lambda x.t \mid n \\
\text{PotRed} & \ni r ::= v.v \mid \text{succ } v \mid \text{handle } (v, e, t) \mid \text{handle } (C[\text{raise } e v], e, t) \\
\text{Ctx} & \ni C ::= [] \mid C.t \mid v.C \mid \text{succ } C \mid \text{handle } (C, e, t) \mid \text{raise } e.C \\
\end{align*}
\]

### Contraction rules:

\[
\begin{align*}
(\beta_v) & \quad (\lambda x.t) v \rightarrow t[x/v] \\
(\text{succ}) & \quad \text{succ } n \rightarrow n' \quad \text{where } n' = n + 1 \\
(\text{handle}) & \quad \text{handle } (v, e, t) \rightarrow v \\
(\text{raise}) & \quad \text{handle } (C[\text{raise } e v], e, t) \rightarrow t.v \\
\end{align*}
\]

Figure 5.6: A call-by-value reduction semantics for the \(\lambda\)-calculus with exceptions and context-insensitive contraction rules: syntax and contraction rules

### 5.5.3 A reduction semantics

Applying the prequel to the call-by-value search function of Section 5.5.2 yields a grammar of reduction contexts and a decomposition function. We are then in position to state a reduction semantics for the language in complete detail, as displayed in Figure 5.6 and Figure 5.7.

NB. Note how the context rules for the raise summand implement the search for a matching exception handler, much as we expect done to implement the side condition of contraction in the context-sensitive specification.

### 5.5.4 An abstract machine

Applying the syntactic correspondence (i.e., refocusing and transition compression) to the reduction semantics of Figure 5.6 and 5.7 yields an abstract machine. This abstract machine result is the same one as the one obtained in Section 5.4.4. In other words, the context-sensitive specification and the context-insensitive specification truly specify the same operational behavior.

### 5.5.5 Summary and conclusion

We have constructed a refocus-ready reduction semantics out of a total search function implementing the call-by-value reduction strategy for the \(\lambda\)-calculus with exceptions. We have then derived the corresponding abstract machine.

This section illustrated how to apply the prequel in the presence of a control operator using context-insensitive contraction rules.
Decomposition:

\[
\text{Term} \times \text{Ctx} \rightarrow \text{Val} + \text{PotRed} \times \text{Ctx} + \text{Err}
\]

\[
\text{term}(n, \text{Ctx}) = \text{context}(C, n)
\]

\[
\text{term}(x, \text{Ctx}) = \text{error “free identifier } x\text{”}
\]

\[
\text{term}(\lambda x.t, \text{Ctx}) = \text{context}(C, \lambda x.t)
\]

\[
\text{term}(t_0 \ t_1, \text{Ctx}) = \text{term}(t_0, C \ t_1)
\]

\[
\text{term}((\text{succ}) \ t_1, \text{Ctx}) = \text{term}(t_1, \text{succ} \ C)
\]

\[
\text{term}(\text{handle} \ (t, e, t'), \text{Ctx}) = \text{term}(t, \text{handle} \ (C, e, t'))
\]

\[
\text{term}(\text{raise} \ e \ t, \text{Ctx}) = \text{term}(t, \text{raise} \ e \ C)
\]

\[
\text{Ctx} \times (\text{Val} + \text{Raise}) \rightarrow \text{Val} + \text{PotRed} \times \text{Ctx} + \text{Err}
\]

\[
\text{context}([\ ], v) = v
\]

\[
\text{context}([\ ], C[\text{raise} \ e \ v]) = \text{error “unhandled exception } e\text{”}
\]

\[
\text{context}(C \ t_1, v_0) = \text{term}(t_1, v_0 \ C)
\]

\[
\text{context}(C \ t_1, C[\text{raise} \ e \ v]) = \text{context}(C, (C \ t_1)[\text{raise} \ e \ v])
\]

\[
\text{context}(v_0 \ C, v_1) = (v_0, v_1, C)
\]

\[
\text{context}(v_0 \ C, C[\text{raise} \ e \ v]) = \text{context}(C, (v_0 \ C)[\text{raise} \ e \ v])
\]

\[
\text{context}(\text{succ} \ C, v_1) = (\text{succ} \ v_1, C)
\]

\[
\text{context}(\text{succ} \ C, C[\text{raise} \ e \ v]) = \text{context}(C, (\text{succ} \ C)[\text{raise} \ e \ v])
\]

\[
\text{context}(\text{handle} \ (C, e, t'), v) = (\text{handle} \ (C[\text{raise} \ e \ v], e, t'), C)
\]

\[
\text{context}(\text{handle} \ (C, e, t'), C[\text{raise} \ e' \ v]) = \text{context}(C, (\text{handle} \ (C, e, t'))[\text{raise} \ e' \ v])
\]

\[
\text{Term} \rightarrow \text{Val} + \text{PotRed} \times \text{Ctx} + \text{Err}
\]

\[
\text{decompose}(t) = \text{term}(t, [\ ])
\]

Recomposition: As defined in Figure 5.5

One-step reduction:

\[
t \rightarrow_{e_i} t' \text{ if } \text{decompose}(t) = \langle r, C \rangle \land \langle r, t'' \rangle \in E_j \land \text{recompose}(C, t'') = t'
\]

Figure 5.7: A call-by-value reduction semantics for the \(\lambda\)-calculus with exceptions and context-insensitive contraction rules: decomposition and recomposition.

### 5.6 Case study: JavaScript

In this section, we develop a reduction semantics for a full programming language, namely JavaScript. We start by applying the method to derive a complete specification of Guha et al.’s reduction semantics for \(\lambda_{JS}\) [101]. We then look at extending the language with new control operators in the form of coroutines based on the asynchronous coroutines found in the Lua programming language [79]. For space reasons, we display only the parts of \(\lambda_{JS}\) concerning exceptions, breaks and state, which we find of most interest to the derivation.
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5.6.1 Syntax and contraction

The semantics of $\lambda_{JS}$ makes use of both context-sensitive rules and context-insensitive rules which contain delimited contexts. The former arise from the global store while the later are used in the specification of control operators. Our partial formulation of $\lambda_{JS}$, renaming non-terminals for notational uniformity, reads as follows:

**Definition 15** ($\lambda_{JS}$ (full specification in [104])).

Syntax (exceptions, breaks and state):

- **Label** $\ni p$
- **Location** $\ni \ell$
- **Store** $\ni \sigma ::= \epsilon \mid \sigma[\ell \mapsto v]$
- **Val** $\ni v ::= \ell \mid \cdots$
- **Term** $\ni t ::= v \mid \cdots \mid$ try $\{ t \} \catch(x) \{ t \} \mid$ throw $t \mid$ err $v \mid$
  $p : t \mid$ break $p t \mid$
  $\text{ref } t \mid$ deref $t \mid t = t$

PotRed $\ni r ::=$ throw $v \mid$
- try $\{ v \} \catch(x) \{ t \} \mid$
- try $\{ C[err v] \} \catch(v) \{ t \} \mid$
- $p : v \mid p : C[\text{break } p v] \mid$
- $\text{ref } v \mid$ deref $v \mid v = v$

Contraction rules (context-insensitive):

- $(\text{throw})$ throw $v \leftrightarrow$ err $v$
- $(\text{catch-pop})$ try $\{ v \} \catch(x) \{ t \} \leftrightarrow v$
- $(\text{catch})$ try $\{ C[err v] \} \catch(x) \{ t \} \leftrightarrow t[v/x]$
- $(\text{label-pop})$ $p : v \leftrightarrow v$
- $(\text{break})$ $p : C[\text{break } p v] \leftrightarrow v$
- $(\text{break-pop})$ $p : C[\text{break } p v] \leftrightarrow \text{break } p' v$ where $p \neq p'$

Contraction rules (context-sensitive):

- $(\text{insen})$ $\langle \sigma, C[t] \rangle \rightarrow \langle \sigma, C[t'] \rangle$ where $t \leftrightarrow t'$
- $(\text{ref})$ $\langle \sigma, C[\text{ref } v] \rangle \rightarrow \langle \sigma[\ell \mapsto v], C[\ell] \rangle$ where $\ell \notin \text{dom}(\sigma)$
- $(\text{deref})$ $\langle \sigma, C[\text{deref } \ell] \rangle \rightarrow \langle \sigma, C[\sigma(\ell)] \rangle$
- $(\text{set-ref})$ $\langle \sigma, C[\ell = v] \rangle \rightarrow \langle \sigma[\ell \mapsto v], C[v] \rangle$ where $\ell \in \text{dom}(\sigma)$

In words: We have a notion of labels, locations and a store. Values include labels and locations and for brevity we omit the remaining constructions. Terms include values and for brevity we display only three groups of syntactic constructs: for exceptions, for breaks and for state. For exceptions, a try expression evaluates a body catching any signaled exceptions, a throw expression signals an exception, and an error expression represents a signaled exception created by a throw expression. For breaks, a label expression creates a break point, a break expression transfers control to the label with the value of its body. For state, a reference expression creates a new mutable cell, a dereference expression reads the contents of a mutable cell, and an assignment expression updates the contents of a mutable cell.
For consistency with Guha et al.'s presentation we have stated the context-insensitive rules and the context-sensitive rules separately. For our purposes the context-insensitive rules could just as well be inlined in the context-sensitive rules.

### 5.6.2 Reduction strategy

For $\lambda_{js}$ we consider the usual strict reduction strategy where the continuations of try expressions are treated lazily. Let us spell out the search on terms as a function that maps a value term to itself and a non-value term to one of: a potential redex; a variable occurrence; an error expression and its context; or a break expression and its context. Notationally we denote the latter two as:

$$\text{Exc} = (\text{Term} \to \text{Term}) \times \text{Val} \ni C[\text{err } v]$$
$$\text{Break} = (\text{Term} \to \text{Term}) \times \text{Label} \times \text{Val} \ni C[\text{break } p v]$$

The search is carried out with a straight recursive descent on terms where we display just the the cases for the presented syntax:

$$\text{Term} \to \text{PotRed} + \text{Val} + \text{Exc} + \text{Break}$$

$$\text{term}(\ell) = \ell$$

$$\text{term}(\text{try} \{ t_1 \} \text{catch}(x) \{ t_2 \}) = \text{case term}(t_1) \text{ of}$$

$$| r \to r$$

$$| v_1 \to \text{try} \{ v_1 \} \text{catch}(x) \{ t_2 \}$$

$$| C[\text{err } v] \to \text{try} \{ C[\text{err } v] \} \text{catch}(x) \{ t_2 \}$$

$$| C[\text{break } p v] \to (\text{try} \{ C \} \text{catch}(x) \{ t_2 \})[\text{break } p v]$$

$$\text{term}(\text{throw } t) = \text{case term}(t) \text{ of}$$

$$| r \to r$$

$$| v \to \text{throw } v$$

$$| C[\text{err } v] \to (\text{throw } C)[\text{err } v]$$

$$| C[\text{break } p v] \to (\text{throw } C)[\text{break } p v]$$

$$\text{term}(\text{err } v) = [ ][\text{err } v]$$

$$\text{term}(p : t) = \text{case term}(t) \text{ of}$$

$$| r \to r$$

$$| v \to p : v$$

$$| C[\text{err } v] \to (p : C)[\text{err } v]$$

$$| C[\text{break } p' v] \to p : C[\text{break } p' v]$$

$$\text{term}(\text{break } p t) = \text{case term}(t) \text{ of}$$

$$| r \to r$$

$$| v \to [ ][\text{break } p v]$$

$$| C[\text{err } v] \to (\text{break } p C)[\text{err } v]$$

$$| C[\text{break } p' v] \to (\text{break } p C)[\text{break } p' v]$$
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\[ \text{term}(\text{ref } t) = \text{case } \text{term}(t) \text{ of } \]
\[ | r \rightarrow r \]
\[ | v \rightarrow \text{ref } v \]
\[ | C[\text{err } v] \rightarrow (\text{ref } C)[\text{err } v] \]
\[ | C[\text{break } p \ v] \rightarrow (\text{ref } C)[\text{break } p \ v] \]

\[ \text{term}(\text{deref } t) = \text{case } \text{term}(t) \text{ of } \]
\[ | r \rightarrow r \]
\[ | v \rightarrow \text{deref } v \]
\[ | C[\text{err } v] \rightarrow (\text{deref } C)[\text{err } v] \]
\[ | C[\text{break } p \ v] \rightarrow (\text{deref } C)[\text{break } p \ v] \]

\[ \text{term}(t_1 = t_2) = \text{case } \text{term}(t_1) \text{ of } \]
\[ | r \rightarrow r \]
\[ | v_1 \rightarrow \text{case } \text{term}(t_2) \text{ of } \]
\[ | r \rightarrow r \]
\[ | v_2 \rightarrow v_1 = v_2 \]
\[ | C[\text{err } v] \rightarrow (v_1 = C)[\text{err } v] \]
\[ | C[\text{break } p \ v] \rightarrow (v_1 = C)[\text{break } p \ v] \]
\[ | C[\text{err } v] \rightarrow (C = t_2)[\text{err } v] \]
\[ | C[\text{break } p \ v] \rightarrow (C = t_2)[\text{break } p \ v] \]

\[ \text{search}(t) = \text{case } \text{term}(t) \text{ of } \]
\[ | r \rightarrow r \]
\[ | v \rightarrow v \]
\[ | C[\text{err } v] \rightarrow \text{error “uncaught exception”} \]
\[ | C[\text{break } p \ v] \rightarrow \text{error “undelimited break”} \]

**Delimited contexts** Defunctionalizing the delimited function-spaces of Exc and Break gives the following two restrictions on evaluation contexts:

\[
\text{ExcCtx} \ni F ::= [ ] \mid \cdots \mid \\
\text{throw } F \mid \\
p : F \mid \text{break } p \ F \mid \text{ref } F \mid \text{deref } F \mid F = t \mid v = F
\]

\[
\text{BreakCtx} \ni G ::= [ ] \mid \cdots \mid \\
\text{try } \{ G \} \text{ catch } (x) \{ t \} \mid \text{throw } G \mid \\
\text{break } p \ G \mid \\
\text{ref } G \mid \text{deref } G \mid G = t \mid v = G
\]

The grammar of break contexts differs with those of Guha et al. [104, Figure 8] which does not have the non-terminal “\text{break } p \ G\)”. This context represents the ability to break out of a break expression. The absence of this context breaks unique decomposition since a term such as “\(p_2 : \text{break } p_1 (\text{break } p_2 \, v)\)” is not a value and has no decomposition.

This omission, which has been corrected in a later revision, illustrates how difficult it is for semantic engineers to specify reduction contexts, even if they use a tool such as PLT Redex, which Guha et al. did. In contrast, using the prequel leads to no such omission.
5.6.3 A reduction semantics

Applying the transformations of Section 5.2 to the search function for $\lambda_{JS}$ yields the grammar of reduction contexts and the decomposition function. Thus we have reconstructed Guha et al.’s revised reduction semantics for $\lambda_{JS}$. For space reasons, we omit displaying it here.

5.6.4 An abstract machine

Applying the syntactic correspondence to the reduction semantics, we can directly derive an abstract machine to run $\lambda_{JS}$ programs. In contrast, Guha et al. could not directly run the Mozilla test suite on the evaluator made available by PLT Redex [104, Section 3]. Instead, they had to design yet another evaluator to run the test suite, creating yet another proof obligation.

We are in the process of adapting their front end for our abstract machine.

5.6.5 Coroutines for JavaScript

In this section, we show how to add support for coroutines to JavaScript based on the existing semantics for $\lambda_{JS}$. This extension is inspired by de Moura et al.’s semantics for asynchronous coroutines in Lua [79]. We have adapted their semantics as a minimal extension to the existing semantics for $\lambda_{JS}$. More concretely, we generalize the semantics of break expressions in $\lambda_{JS}$ so that instead of discarding the escaped context, the context is saved as a functional abstraction in the store:

$$(gbreak) \sigma, C[p : C'[break p v]] \rightarrow (\sigma', C[v])$$

where $\sigma' = \sigma[p \mapsto \text{func}(x)\{\text{return } p : C'[x]\}]$

By subsequently invoking this abstraction, the captured context is restored with the break delimiter in place.

We can now specify coroutine operators as syntactic sugar. Here desugaring is parameterized by the label of the lexically enclosing coroutine:

$$[	ext{create } t]_p = p' : [t]_{p'} \ (\text{break } p'\ p') \quad \text{where } p' \text{ is fresh}$$

$$[	ext{resume } t_1\ t_2]_p = (\text{deref } [t_1]_p) [t_2]_p$$

$$[	ext{yield } t]_p = \text{break } p [t]_p$$

Compared to the coroutines in Lua, the ones here can resume themselves. We conjecture that the same generalization provides support for the generators of JavaScript 1.5.

5.6.6 Summary and conclusion

We have constructed a refocus-ready reduction semantics out of a total search function implementing the reduction strategy for Guha et al.’s $\lambda_{JS}$. This section illustrates how the prequel can provide assistance and support for an ongoing effort in semantic engineering.
5.7 Related work

We are aware of two tools that support the development of syntactic theories and provide automatic property checking and interpreter construction: SL [221] and PLT Redex [89]. SL automates the construction of unique decomposition proofs. PLT Redex visualizes reduction. Neither uses refocusing to derive efficient abstract machines. One reason could be that, in general, it is difficult to derive a decompose function that can be used for refocusing. As we have shown here, this is not the case when starting from the search strategy. We therefore hope that the present work can be used to further assist semantic engineers.

5.8 Conclusion and perspectives

We have shown how the specification of a deterministic reduction strategy, in the form of a compositional search function, provides all of the information needed to mechanically derive a complete specification of a reduction semantics where unique decomposition follows as a corollary of the search function. Furthermore, the decompose function obtained can be refocused to mechanically derive an abstract machine. We have illustrated the method for several languages, including context-sensitive and context-insensitive specifications using delimited contexts and non-trivial control operators. Finally, we have evaluated the method by reconstructing a semantics for an actual programming language. In so doing, the method mechanically uncovered several design issues and provided constructive solutions.

The present work thus provides a practical prequel for automating the construction of abstract machines via a reduction semantics. Future work includes formalizing the meta-language for program transformations and developing tools that automate the derivation of abstract machines and provide mechanically verifiable correctness proofs.
Chapter 6

Normalization functions for Boolean propositional formulas

This chapter is joint work with Olivier Danvy and Jacob Johannsen. This chapter is an extended version of [76]: Olivier Danvy, Jacob Johannsen, and Ian Zerny. A walk in the semantic park. In Siau-Cheng Khoo and Jeremy Siek, editors, Proceedings of the 2011 ACM SIGPLAN Workshop on Partial Evaluation and Semantics-Based Program Manipulation (PEPM 2011), pages 1–12, Austin, Texas, January 2011. ACM Press. Invited talk.

Abstract

This article stems from the 20th anniversary of PEPM. It illustrates semantics-based program manipulation by inter-deriving reduction-based and reduction-free normalization functions for Boolean terms. We first consider negational normal forms and then conjunctive normal forms. The reduction-based normalizers proceed in many reduction steps: they explicitly implement de Morgan’s laws and the distributivity of disjunctions over conjunctions by enumerating the reduction sequence according to a given reduction strategy. The reduction-free normalizers are compositional and in one pass: they internalize the reduction strategy into an evaluation order and carry out de Morgan’s laws and the distributivity of disjunctions over conjunctions implicitly, in passing. The reduction-free negational normalizer is in direct style. The reduction-free conjunctive normalizer uses delimited continuations and can be expressed in direct style with the delimited-control operators shift and reset. Each of these semantic artifacts is usually designed by hand, on a case-by-case basis. Our overarching message here is that they can all be seamlessly inter-derived.

6.1 Introduction

This work presents the first derivation of a reduction-free algorithm from a reduction-based algorithm that is not refocusable: conjunctive normalization of Boolean terms.

The normalization of Boolean terms into negational normal form and subsequent normalization into conjunctive normal form can be equivalently viewed as reduction-based, small-step processes, where the reduction rules are repeatedly applied until a normal form
6. Normalization functions for Boolean propositional formulas

is obtained, and as reduction-free, big-step processes, where a given Boolean term is recursively traversed in one fell swoop. Occasionally, the normalization is also specified with an abstract machine, which can itself be equally viewed as a small-step process and as a big-step one [67].

The goal of this article is to inter-derive these normalization processes using the program transformations used in the Reynolds functional correspondence between evaluators and big-step abstract machines [5] [176] and in the syntactic correspondence between calculi and small-step abstract machines [27], to which we add a new prequel.

Overview  In Section 6.2 we specify the abstract syntax of Boolean terms, of negational normal forms, and of conjunctive normal forms. The derivation is then organized in two steps. In Section 6.3 we inter-derive the normalization of Boolean terms into negational normal form, listing each intermediate step in full detail. In Section 6.4 we inter-derive the normalization of negational normal forms into conjunctive normal forms, succinctly reusing the same presentation as in Section 6.3. For emphasis, the presentations of Sections 6.3 to 6.4 and 6.4.1 to 6.4.4 are deliberately parallel, so that the reader can easily identify what is generic to the methodology and what is specific to each example. Throughout we use pure Standard ML as a functional meta-language and additionally make use of the delimited control operators shift and reset for the direct-style normalizer in Section 6.4.5. This article is meant to be self-contained, but in case of doubt, the reader should consult the first author’s lecture notes at the Sixth International School on Advanced Functional Programming [61].

6.2 Domain of discourse

We consider Boolean terms of conjunctions, disjunctions and negations:

\[ t ::= x \mid \neg t \mid t \land t \mid t \lor t \]

De Morgan’s laws provide conversion rules between Boolean terms, where negations float up or down an abstract syntax tree:

\[
\begin{align*}
\neg(\neg t) & \leftrightarrow t \\
\neg(t_1 \land t_2) & \leftrightarrow (\neg t_1) \lor (\neg t_2) \\
\neg(t_1 \lor t_2) & \leftrightarrow (\neg t_1) \land (\neg t_2)
\end{align*}
\]

These conversion rules can be oriented into reduction rules. For example, the following reduction rules make negations float down the abstract syntax tree of a given term:

\[
\begin{align*}
\neg(\neg t) & \rightarrow t \\
\neg(t_1 \land t_2) & \rightarrow (\neg t_1) \lor (\neg t_2) \\
\neg(t_1 \lor t_2) & \rightarrow (\neg t_1) \land (\neg t_2)
\end{align*}
\]

Any Boolean term can be reduced into a negational normal form, where only variables are negated:

\[
\begin{align*}
l ::= x \mid \neg x \\
t_{naf} ::= l \mid t_{naf} \land t_{naf} \mid t_{naf} \lor t_{naf}
\end{align*}
\]

A negational normal form is thus a mixed tree of conjunctions and disjunctions of literals.
Likewise, the distributivity laws provide conversion rules between negational normal forms, where disjunctions float up or down an abstract-syntax tree:

\[
(t_{\text{nnf}}1 \lor (t_{\text{nnf}}2 \land t_{\text{nnf}}3)) \leftrightarrow (t_{\text{nnf}}1 \lor t_{\text{nnf}}2) \land (t_{\text{nnf}}1 \lor t_{\text{nnf}}3)
\]

\[
(t_{\text{nnf}}1 \land t_{\text{nnf}}2) \lor t_{\text{nnf}}3 \leftrightarrow (t_{\text{nnf}}1 \lor t_{\text{nnf}}3) \land (t_{\text{nnf}}2 \lor t_{\text{nnf}}3)
\]

These conversion rules can be oriented into reduction rules. For example, the following reduction rules make disjunctions float down the abstract syntax tree of a given term in negational normal form:

\[
(t_{\text{nnf}}1 \lor (t_{\text{nnf}}2 \land t_{\text{nnf}}3)) \rightarrow (t_{\text{nnf}}1 \lor t_{\text{nnf}}2) \land (t_{\text{nnf}}1 \lor t_{\text{nnf}}3)
\]

\[
(t_{\text{nnf}}1 \land t_{\text{nnf}}2) \lor t_{\text{nnf}}3 \rightarrow (t_{\text{nnf}}1 \lor t_{\text{nnf}}3) \land (t_{\text{nnf}}2 \lor t_{\text{nnf}}3)
\]

Any Boolean term in negational normal form can be reduced into a conjunctive normal form, where conjunctions, disjunctions and literals are stratified:

\[
l ::= x \mid \neg x
\]

\[
t_{\text{dnf}} ::= t_{\text{dnf}} \lor t_{\text{dnf}} \mid l
\]

\[
t_{\text{cnf}} ::= t_{\text{cnf}} \land t_{\text{cnf}} \mid t_{\text{dnf}}
\]

A conjunctive normal form is thus a stratified tree of conjunctions of disjunctions of literals.

Terms A Boolean term is either a variable, a negated term, a conjunction of two terms, or a disjunction of two terms. We implement Boolean terms with the following ML data type:

```
datatype term = VAR of ide
               | NEG of term
               | CONJ of term * term
               | DISJ of term * term
```

The fold functional associated to this data type abstracts its recursive descent by parameterizing what to do in each case:

```
fun term.foldr (var, neg, conj, disj) t =
  let fun visit (VAR x) = var x
       | visit (NEG t) = neg (visit t)
       | visit (CONJ (t1, t2)) = conj (visit t1, visit t2)
       | visit (DISJ (t1, t2)) = disj (visit t1, visit t2)
    in visit t end
```

The ML encoding of terms is an adequate representation of \( t \):

**Proposition 16** (Adequacy of Boolean terms). There is a bijection between Boolean terms in the grammar of \( t \) and values in the data type \( \text{term} \).

Since we have no structural properties on Boolean terms, e.g., substitution, a bijection is sufficient to ensure adequacy of the representation.
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Negational normal forms  A Boolean term is in negational normal form when only its variables are negated. Since ML does not support subtyping, we implement negational normal forms with the following specialized data types:

datatype literal = POSVAR of ide
  | NEGVAR of ide

datatype term.nnf = LIT_nnf of literal
  | CONJ_nnf of term.nnf * term.nnf
  | DISJ_nnf of term.nnf * term.nnf

The fold functional associated to this data type abstracts its recursive descent by parameterizing what to do in each case:

\[
(* (ide -> 'a) * (ide -> 'a) * ('a -> 'a) * ('a * 'a -> 'a) * ('a * 'a -> 'a) *) \\
(* -> term.nnf -> 'a *)
\]

fun term.nnf_foldr (posvar, negvar, lit, conj, disj) t
  = let fun visit_l (POSVAR x) = posvar x
       | visit_l (NEGVAR x) = negvar x
       fun visit_n (LIT_nnf l) = lit (visit_n l)
       | visit_n (CONJ_nnf (n1, n2)) = conj (visit_n n1, visit_n n2)
       | visit_n (DISJ_nnf (n1, n2)) = disj (visit_n n1, visit_n n2)
     in visit_n t end

For example, a negational normal form is dualized by recursively mapping positive occurrences of variables to negative ones, negative occurrences of variables to positive ones, conjunctions to disjunctions, and disjunctions to conjunctions:

\[
(* term.nnf -> term.nnf *)
\]

fun dualize t = term.nnf_foldr (NEGVAR, POSVAR, LIT.nnf, DISJ.nnf, CONJ.nnf) t

For another example, a negational normal form is embedded into a Boolean term by mapping every specialized constructor into the corresponding original constructor(s):

\[
(* term.nnf -> term *)
\]

fun embed_nnf t = term.nnf_foldr (VAR, fn x => NEG (VAR x), fn t => t, CONJ, DISJ) t

The ML encoding of negational normal forms is an adequate representation of $t_{nnf}$:

**Proposition 17** (Adequacy of negational normal forms). There is a bijection between negational normal forms in the grammar of $t_{nnf}$ and values in the data type `term_nnf`.

Conjunctive normal forms  A Boolean term is in conjunctive normal form when it is stratified as conjunctions of disjunctions of literals. Again, since ML does not support subtyping, we implement normal forms with the following specialized data types:

datatype disj.cnf = DISJ_leaf of literal
  | DISJ_node of disj.cnf * disj.cnf

datatype conj.cnf = CONJ_leaf of disj.cnf
  | CONJ_node of conj.cnf * conj.cnf

type term.cnf = conj.cnf

The fold functional associated to this data type abstracts its recursive descent by parameterizing what to do in each case:
6.3 Leftmost outermost negational normalization

In this section, we consider negational normal forms. We go from a leftmost-outermost reduction strategy to the corresponding leftmost-outermost evaluation strategy. We first implement the reduction strategy (Section 6.3.1) as a prequel to implementing the corresponding reduction semantics (Section 6.3.2). We then turn to the syntactic correspondence between reduction semantics and abstract machines (Section 6.3.3) and to the functional correspondence between abstract machines and normalization functions (Section 6.3.4).

6.3.1 Prequel to a reduction semantics

The reduction strategy induces a notion of value and of potential redex (i.e., of a term that is an actual redex or that is stuck); we are then in position to state a compositional search function that implements the reduction strategy and maps a given term either to the corresponding value, if it is in normal form, or to a potential redex (Section 6.3.1). From this search function, we derive a decomposition function mapping a given term either to the corresponding value, if it is in normal form, or to a potential redex and its reduction context (Section 6.3.1). As a corollary, we can then state the associated recomposition function that maps a reduction context and a contractum to the corresponding reduct (Section 6.3.1).

The reduction strategy

The reduction strategy consists in locating the leftmost-outermost negation of a term which is not a variable. A value therefore is a term where only variables are negated, i.e., a negational normal form:

```ml
type value = term_nnf
```

A conjunctive normal form is embedded into a negational normal form by mapping every specialized constructor into the corresponding original constructor:

```ml
(* term_cnf -> term_nnf *)
fun embed_cnf t = term_cnf_foldr (POSVAR, NEGVAR, LIT_nnf, CONJ_nnf, DISJ_nnf) t
```

The ML encoding of conjunctive normal forms is an adequate representation of $t_{cnf}$:

**Proposition 18** (Adequacy of conjunctive normal forms). There is a bijection between conjunctive normal forms in the grammar of $t_{cnf}$ and values in the data type `term_cnf`.

6.3 Leftmost outermost negational normalization

The reduction strategy is implemented as a function that folds the constructors of a term:

```ml
fun term_cnf_foldr (posvar, negvar, lit, conj, disj) t
  = let fun visit_l (POSVAR x) = posvar x
       | visit_l (NEGVAR x) = negvar x
       fun visit_d (DISJ_leaf l) = lit (visit_l l)
       | visit_d (DISJ_node (d1, d2)) = disj (visit_d d1, visit_d d2)
       fun visit_c (CONJ_leaf d) = visit_d d
       | visit_c (CONJ_node (c1, c2)) = conj (visit_c c1, visit_c c2)
       in visit_c t end
```

The reduction strategy consists in locating the leftmost-outermost negation of a term which is not a variable. A value therefore is a term where only variables are negated, i.e., a negational normal form:
A potential redex is the negation of a term that is not a variable:

```plaintext
datatype potential_redex = PR_NEG of term |
| PR_CONJ of term * term |
| PR_DISJ of term * term
```

The following compositional search function implements the reduction strategy. It searches a potential redex depth-first and from left to right, using an auxiliary function for negated subterms:

```plaintext
datatype found = VAL of value |
| POTRED of potential_redex
```

(* term -> found *)

```plaintext
fun search_term_neg (VAR x) = VAL (LIT_nnf (NEGVAR x)) |
| search_term_neg (NEG t) = POTRED (PR _NEG t) |
| search_term_neg (CONJ (t1, t2)) = POTRED (PR_CONJ (t1, t2)) |
| search_term_neg (DISJ (t1, t2)) = POTRED (PR_DISJ (t1, t2))
```

(* term -> found *)

```plaintext
fun search_term (VAR x) |
| search_term (NEG t) = search_term_neg t |
| search_term (CONJ (t1, t2)) = |
| (case search_term t1 of (VAL v1) => (case search_term t2 of (VAL v2) => VAL (CONJ_nnf (v1, v2)) | (POTRED pr) => POTRED pr)) | (POTRED pr) => POTRED pr)) |
| search_term (DISJ (t1, t2)) = |
| (case search_term t1 of (VAL v1) => (case search_term t2 of (VAL v2) => VAL (DISJ_nnf (v1, v2)) | (POTRED pr) => POTRED pr)) | (POTRED pr) => POTRED pr))
```

(* term -> found *)

```plaintext
fun search t = search_term t
```

When a negation is encountered, the auxiliary function `search_term_neg` is called to decide whether this negation is a value or a potential redex.

By adequacy of our representation, the search function defines a reduction strategy:

**Definition 19.** The search function finds the leftmost outermost redex in the input term.

**From searching to decomposing**

Let us transform the search function of Section 6.3.1 into a decomposition function for the reduction semantics of Section 6.3.2. The only difference between searching and decomposing is that given a non-value term, searching yields a potential redex whereas...
decomposing yields a potential redex and its reduction context, i.e., a *decomposition*. This reduction context is the defunctionalized continuation of the search function, and we construct it as such, by (1) CPS-transforming the search function (and simplifying it one bit) and (2) defunctionalizing its continuation.

**CPS transformation** The search function is CPS-transformed by naming its intermediate results, sequentializing their computation, and introducing an extra functional argument, the continuation, that maps an intermediate result to a final answer:

```plaintext
(* term * (found -> 'a) -> 'a *)
fun search1_term_neg (VAR x, k) = k (VAL (LIT_nnf (NEGVAR x)))
  | search1_term_neg (NEG t, k) = k (POTRED (PR_NEG t))
  | search1_term_neg (CONJ (t1, t2), k) = k (POTRED (PR_CONJ (t1, t2)))
  | search1_term_neg (DISJ (t1, t2), k) = k (POTRED (PR_DISJ (t1, t2)))

(* term * (found -> 'a) -> 'a *)
fun search1_term (VAR x, k) = k (VAL (LIT_nnf (POSVAR x)))
  | search1_term (NEG t, k) = search1_term_neg (t, k)
  | search1_term (CONJ (t1, t2), k) = search1_term (t1, fn (VAL v1) => search1_term (t2, fn (VAL v2) => k (VAL (CONJ_nnf (v1, v2)))) | (POTRED pr) => k (POTRED pr)) | (POTRED pr) => k (POTRED pr))
  | search1_term (DISJ (t1, t2), k) = search1_term (t1, fn (VAL v1) => search1_term (t2, fn (VAL v2) => k (VAL (DISJ_nnf (v1, v2)))) | (POTRED pr) => k (POTRED pr)) | (POTRED pr) => k (POTRED pr))

(* term -> found *)
fun search1 t = search1_term (t, fn f => f)
```

**Simplifying the CPS-transformed search** The search is completed as soon as a potential redex is found. It can thus be simplified by only applying the continuation when a value is found:

```plaintext
(* term * (value -> found) -> found *)
fun search2_term_neg (VAR x, k) = k (LIT_nnf (NEGVAR x))
  | search2_term_neg (NEG t, k) = POTRED (PR_NEG t)
  | search2_term_neg (CONJ (t1, t2), k) = POTRED (PR_CONJ (t1, t2))
  | search2_term_neg (DISJ (t1, t2), k) = POTRED (PR_DISJ (t1, t2))

(* term * (value -> found) -> found *)
fun search2_term (VAR x, k) = k (LIT_nnf (POSVAR x))
```
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| search2.term (NEG t, k)  
| = search2.term.neg (t, k)  
| search2.term (CONJ (t1, t2), k)  
| = search2.term (t1, fn v1 =>  
| search2.term (t2, fn v2 =>  
| k (CONJ.nnf (v1, v2))))  
| search2.term (DISJ (t1, t2), k)  
| = search2.term (t1, fn v1 =>  
| search2.term (t2, fn v2 =>  
| k (DISJ.nnf (v1, v2))))  

(* term -> found *)
fun search2 t = search2.term (t, fn v => VAL v)

Potential redexes are now returned directly and the VAL constructor is relegated to the initial continuation.

Defunctionalization To defunctionalize the continuation, we first enumerate the inhabitants of its function space. These inhabitants arise from the initial continuation in the definition of search2 and in the 4 intermediate continuations in the definition of search2.term. We therefore partition the continuation with these 5 functional abstractions, 4 of which have free variables. We then represent this partition as

- a data type with 5 constructors that are parameterized with the free variables of the corresponding function abstraction, together with

- a function apply3_cont dispatching upon these 5 summands and mapping them to the corresponding function abstractions:

datatype cont = C0 
| C1 of value * cont 
| C2 of cont * term 
| C3 of value * cont 
| C4 of cont * term

(* cont -> value -> found *)
fun apply3_cont C0 = (fn v => VAL v) 
| apply3_cont (C1 (v1, k)) = (fn v2 => apply3_cont k (CONJ.nnf (v1, v2))) 
| apply3_cont (C2 (k, t2)) = (fn v1 => search3.term (t2, C1 (v1, k))) 
| apply3_cont (C3 (v1, k)) = (fn v2 => apply3_cont k (DISJ.nnf (v1, v2))) 
| apply3_cont (C4 (k, t2)) = (fn v1 => search3.term (t2, C3 (v1, k)))

(* term * cont -> found *)
and search3.term_neg (VAR x, k) = apply3_cont k (LIT.nnf (NEGVAR x)) 
| search3.term_neg (NEG t, k) = POTRED (PR NEG t) 
| search3.term_neg (CONJ (t1, t2), k) = POTRED (PR CONJ (t1, t2)) 
| search3.term_neg (DISJ (t1, t2), k) = POTRED (PR DISJ (t1, t2))

(* term * cont -> found *)
and search3.term (VAR x, k) = apply3_cont k (LIT.nnf (POSVAR x)) 
| search3.term (NEG t, k) = search3.term_neg (t, k) 
| search3.term (CONJ (t1, t2), k) = search3.term (t1, C2 (k, t2)) 
| search3.term (DISJ (t1, t2), k) = search3.term (t1, C4 (k, t2))

(* term -> found *)
fun search3 t = search3.term (t, C0)
6.3. Leftmost outermost negational normalization

This data type of defunctionalized continuations is that of reduction contexts [57]. We have defined apply3_cont in curried form to emphasize that it maps each summand to a continuation. In the following, we consider its uncurried definition.

**Decomposition** We are now in position to extend the search function to not only return a potential redex (if one exists) but also its reduction context. The result is the decomposition function of a reduction semantics, where value_or_decomposition, decompose, decompose_term, decompose_term_neg, and decompose_cont are the respective clones of found, search3, search3_term, search3_term_neg, and apply3_cont:

```
datatype value_or_decomposition = VAL of value | DEC of potential_redex * cont
(* cont * value -> value_or_decomposition *)
fun decompose_cont (C0, v ) = VAL v
| decompose_cont (C1 (v1, k), v2) = decompose_cont (k, CONJ_nnf (v1, v2))
| decompose_cont (C2 (k, t2), v1) = decompose_term (t2, C1 (v1, k))
| decompose_cont (C3 (v1, k), v2) = decompose_cont (k, DISJ_nnf (v1, v2))
| decompose_cont (C4 (k, t2), v1) = decompose_cont (k, DISJ_nnf (v1, v2))

(* term * cont -> value_or_decomposition *)
and decompose_term_neg (VAR x, k) = decompose_cont (k, LIT_nnf (NEGVAR x))
| decompose_term_neg (NEG t, k) = DEC (PR _NEG t, k)
| decompose_term_neg (CONJ (t1, t2), k) = DEC (PR_CONJ (t1, t2), k)
| decompose_term_neg (DISJ (t1, t2), k) = DEC (PR_DISJ (t1, t2), k)

(* term * cont -> value_or_decomposition *)
and decompose_term (VAR x, k) = decompose_cont (k, LIT_nnf (POSVAR x))
| decompose_term (NEG t, k) = decompose_term_neg (t, k)
| decompose_term (CONJ (t1, t2), k) = decompose_term (t1, C2 (k, t2))
| decompose_term (DISJ (t1, t2), k) = decompose_term (t1, C4 (k, t2))

(* term -> value_or_decomposition *)
fun decompose t = decompose_term (t, C0)
```

**Recomposing**

A reduction context is recomposed around a term with a left fold over this context:

```
(* cont * term -> term *)
fun recompose (C0, t ) = t
| recompose (C1 (v1, k), t2) = recompose (k, CONJ (embed_nnf v1, t2))
| recompose (C2 (k, t2), t1) = recompose (k, CONJ (t1, t2))
| recompose (C3 (v1, k), t2) = recompose (k, DISJ (embed_nnf v1, t2))
| recompose (C4 (k, t2), t1) = recompose (k, DISJ (t1, t2))
```

**Proposition 20** (left inverseness). Given a function pr2t mapping a potential redex to the corresponding term,

forall t,
  decompose t = DEC (pr, k)
=>
  recompose (k, pr2t pr) = t
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6.3.2 A reduction semantics

We are now fully equipped to implement a reduction semantics for negational normalization.

Notion of reduction

The reduction rules implement the De Morgan laws:

```plaintext
datatype contractum_or_error = CONTRACTUM of term | ERROR of string

(* potential_redex -> contractum_or_error *)

fun contract (PR_NEG t) = CONTRACTUM t
| contract (PR_CONJ (t1, t2)) = CONTRACTUM (DISJ (NEG t1, NEG t2))
| contract (PR_DISJ (t1, t2)) = CONTRACTUM (CONJ (NEG t1, NEG t2))
```

In the present case, all potential redexes are actual ones, i.e., no terms are stuck.

One-step reduction

Given a non-value term, a one-step reduction function (1) decomposes this non-value term into a potential redex and a reduction context, (2) contracts the potential redex if it is an actual one, and (3) recomposes the reduction context with the contractum.

If the potential redex is not an actual one, reduction is stuck. Given a value term, reduction is also stuck:

```plaintext
datatype reduct_or_stuck = REDUCT of term | STUCK of string

(* term -> reduct_or_stuck *)

fun reduce t = (case decompose t of (VAL v) => STUCK "irreducible term" | (DEC (pr, k)) => (case contract pr of (CONTRACTUM t') => REDUCT (recompose (k, t')) | (ERROR s) => STUCK s))
```

This one-step reduction function is the hallmark of a reduction semantics [85] [89]:

**Property 21** (soundness). Let \( t \) represent \( t \) and \( t' \) represent \( t' \). If \( \text{reduce} \ t \) evaluates to \( \text{REDUCT} \ t' \) then \( t \) reduces in one step by leftmost outermost reduction to \( t' \).
Reduction-based normalization

A reduction-based normalization function is one that iterates the one-step reduction function until it yields a value or becomes stuck:

```
  ◦ reduce
  ◦ decompose
  ◦ contract
  ◦ reduce
  ◦ decompose
  ◦ contract
```

If it yields a value, this value is the result of evaluation, and if it becomes stuck, evaluation goes wrong:

```
datatype result_or_wrong = RESULT of value |
                      WRONG of string
```

The following definition uses `decompose` to distinguish between value and non-value terms:

```
(* value_or_decomposition -> result_or_wrong *)
fun iterate (VAL v) = RESULT v |
             iterate (DEC (pr, k)) = (case contract pr of
                                         CONTRACTUM t' => iterate (decompose (recompose (k, t'))))
                         | (ERROR s) => WRONG s)
```

```
(* term -> result_or_wrong *)
fun normalize t = iterate (decompose t)
```

**Property 22** (soundness). Let \( t \) represent \( t \) and \( v \) represent \( v \). If `normalize \( t \)` evaluates to `RESULT \( v \)` then \( t \) reduces to \( v \) by leftmost outermost reduction.

6.3.3 From reduction-based to reduction-free normalization

In this section, we transform the reduction-based normalization function of Section 6.3.2 into a family of reduction-free normalization functions, i.e., functions that do not enumerate the reduction sequence and where no intermediate reduct is ever constructed. We first refocus the reduction-based normalization function to deforest the intermediate reducts [71, 197], and we obtain a small-step abstract machine implementing the iteration of the refocus function (Section 6.3.3). After inlining the contraction function (Section 6.3.3), we transform this small-step abstract machine into a big-step one [67] (Section 6.3.3). This machine exhibits a number of corridor transitions, and we compress them (Section 6.3.3). We also opportunistically specialize its contexts (Section 6.3.3). The resulting abstract machine is in defunctionalized form [70], and we refunctionalize it [69] (Section 6.3.4). The result is in continuation-passing style and we re-express it in direct style [56] (Section 6.3.4). The resulting direct-style function is a traditional conversion function for Boolean formulas; in particular, it is compositional. We express it with one recursive descent using `term_foldr` (Section 6.3.4).
Modus operandi  In each of the following subsections, we derive successive versions of
the normalization function, indexing its components with the number of the subsection.

Refocusing
The normalization function of Section 6.3.2 is reduction-based because it constructs every
intermediate term in the reduction sequence. In its definition, decompose is always ap-
plicated to the result of recompose after the first decomposition. In fact, a vacuous initial call
to recompose ensures that in all cases, decompose is applied to the result of recompose:

fun normalize t = iterate (decompose (recompose (C0, t)))

We can factor out these composite calls in a function, refocus0, that maps a contrac-
tum and its reduction context to the next potential redex and the next reduction context,
if such a pair exists, in the reduction sequence:

(* term * cont -> value_or_decomposition *)
fun refocus0 (t, k) = decompose (recompose (k, t))

(* value_or_decomposition -> result_or_wrong *)
fun iterate0 (VAL v) = RESULT v
| iterate0 (DEC (pr, k)) = (case contract pr
   of (CONTRACTUM t') => iterate0 (refocus0 (t', k))
   | (ERROR s) => WRONG s)

(* term -> result_or_wrong *)
fun normalize0 t = iterate0 (refocus0 (t, C0))

Refocusing, extensionally  The refocus function goes from a redex site to the next redex
site, if there is one.

Refocusing, intensionally  As investigated by Nielsen and the first author \[71\], the refo-
cus function can be deforested to avoid constructing any intermediate reduct \[214\].
Such a deforestation makes the normalization function reduction-free. The defor-
ested version of refocus is optimally defined as continuing the decomposition of the
contractum in the current context, i.e., as decompose_term:

(* term * cont -> value_or_decomposition *)
fun refocus1 (t, k) = decompose_term (t, k)

The refocused evaluation function therefore reads as follows:

(* value_or_decomposition -> result_or_wrong *)
fun iterate1 (VAL v) = RESULT v
| iterate1 (DEC (pr, k)) = (case contract pr
   of (CONTRACTUM t') => iterate1 (refocus1 (t', k))
   | (ERROR s) => WRONG s)

(* term -> result_or_wrong *)
fun normalize1 t = iterate1 (refocus1 (t, C0))
This refocused normalization function is reduction-free because it is no longer based on a (one-step) reduction function and it no longer enumerates the successive reducts in the reduction sequence:

\[
\begin{align*}
\text{reduce} & \rightarrow \rightarrow \\
\text{decompose} & \rightarrow \rightarrow \text{contract} \\
\text{refocus} & \rightarrow \rightarrow \text{contract} \\
\text{recompose} & \rightarrow \rightarrow
\end{align*}
\]

In the rest of this section, we mechanically transform this reduction-free normalization function into an abstract machine.

**Inlining the contraction function**

We first unfold the call to `contract` in the definition of `iterate1`, and name the resulting function `iterate2`. Reasoning by inversion, there are three potential redexes and therefore the DEC clause in the definition of `iterate1` is replaced by three DEC clauses in the definition of `iterate2`:

\[
\begin{align*}
\text{fun} & \quad \text{refocus2} \ (t, k) = \text{decompose\_term} \ (t, k) \\
\text{fun} & \quad \text{iterate2} \ (\text{VAL} \ v) \\
& \quad = \ \text{RESULT} \ v \\
& \quad \mid \text{iterate2} \ (\text{DEC} \ (\text{PR\_NEG} \ t, k)) \\
& \quad = \text{iterate2} \ (\text{refocus2} \ (t, k)) \\
& \quad \mid \text{iterate2} \ (\text{DEC} \ (\text{PR\_CONJ} \ (t_1, t_2), k)) \\
& \quad = \text{iterate2} \ (\text{refocus2} \ (\text{DISJ} \ (\text{NEG} \ t_1, \text{NEG} \ t_2), k)) \\
& \quad \mid \text{iterate2} \ (\text{DEC} \ (\text{PR\_DISJ} \ (t_1, t_2), k)) \\
& \quad = \text{iterate2} \ (\text{refocus2} \ (\text{CONJ} \ (\text{NEG} \ t_1, \text{NEG} \ t_2), k)) \\
\end{align*}
\]

\[
\begin{align*}
\text{fun} & \quad \text{normal2e} \ t = \text{iterate2} \ (\text{refocus2} \ (t, C0))
\end{align*}
\]

**Lightweight fusion: from small-step abstract machine to big-step abstract machine**

The refocused normalization function is a small-step abstract machine in the sense that `refocus2` (i.e., `decompose\_term`, `decompose\_term\_neg` and `decompose\_cont`) acts as an inner transition function and `iterate2` as an outer transition function. The outer transition function (also known as a ‘driver loop’ and as a ‘trampoline’ [67]) keeps activating the inner transition function until a value is obtained. Using Ohori and Sasano’s ‘lightweight fusion by fixed-point promotion’ [67,155], we fuse `iterate2` and `refocus2` (i.e., `decompose\_term`, `decompose\_term\_neg` and `decompose\_cont`) so that the resulting function `iterate3` is directly applied to the result of `decompose\_term`, `decompose\_term\_neg` and `decompose\_cont`. The result is a big-step abstract machine consisting of four (mutually tail-recursive) state-transition functions:
6. Normalization functions for Boolean propositional formulas

• normalize3_term is the composition of iterate2 and decompose_term and a clone of decompose_term;
• normalize3_term_neg is the composition of iterate2 and decompose_term_neg and a clone of decompose_term_neg;
• normalize3.cont is the composition of iterate2 and decompose_cont that directly calls iterate3 over a value or a decomposition instead of returning it to iterate2 as decompose_cont did;
• iterate3 is a clone of iterate2 that calls the fused function normalize3_term.
• normalize3 is a clone of normalize that calls the fused function normalize3_term.

(* cont * value -> result_or_wrong *)
fun normalize3_cont (C0, v) = iterate3 (VAL v)
| normalize3_cont (C1 (v1, k), v2) = normalize3_cont (k, CONJ.nnf (v1, v2))
| normalize3_cont (C2 (k, t2), v1) = normalize3_term (t2, C1 (v1, k))
| normalize3_cont (C3 (v1, k), v2) = normalize3_cont (k, DISJ.nnf (v1, v2))
| normalize3_cont (C4 (k, t2), v1) = normalize3_term (t2, C3 (v1, k))

(* term * cont -> result_or_wrong *)
and normalize3_term_neg (VAR x, k) = normalize3_cont (k, LIT.nnf (NEGVAR x))
| normalize3_term_neg (NEG t, k) = iterate3 (DEC (PR_NEG t, k))
| normalize3_term_neg (CONJ (t1, t2), k) = iterate3 (DEC (PR_CONJ (t1, t2), k))
| normalize3_term_neg (DISJ (t1, t2), k) = iterate3 (DEC (PR_DISJ (t1, t2), k))

(* term * cont -> result_or_wrong *)
and normalize3_term (VAR x, k) = normalize3_cont (k, LIT.nnf (POSVAR x))
| normalize3_term (NEG t, k) = normalize3_term_neg (t, k)
| normalize3_term (CONJ (t1, t2), k) = normalize3_term (t1, C2 (k, t2))
| normalize3_term (DISJ (t1, t2), k) = normalize3_term (t1, C4 (k, t2))

(* value_or_decomposition -> result_or_wrong *)
and iterate3 (VAL v) = RESULT v
| iterate3 (DEC (PR_NEG t, k)) = normalize3_term (t, k)
| iterate3 (DEC (PR_CONJ (t1, t2), k)) = normalize3_term (DISJ (NEG t1, NEG t2), k)
| iterate3 (DEC (PR_DISJ (t1, t2), k)) = normalize3_term (CONJ (NEG t1, NEG t2), k)

(* term -> result_or_wrong *)
fun normalize3 t = normalize3_term (t, C0)
Hereditary transition compression

In the abstract machine of Section 6.3.3, many of the transitions are ‘corridor’ ones in that they yield configurations for which there is a unique further transition. Let us hereditarily compress these transitions. To this end, we cut-and-paste the transition functions above, renaming their indices from 3 to 4. We consider each of their clauses in turn:

Clause 

**normalize4_cont (C0, v):**

\[
\text{normalize4\_cont (C0, v):}
\]

\[
\begin{align*}
\text{normalize4\_cont (C0, v)} & = (** \text{by inlining normalize4\_cont} *) \\
\text{iterate4 (VAL v)} & = (** \text{by inlining iterate4} *) \\
\text{RESULT v}
\end{align*}
\]

Clause 

**normalize4\_term\_neg (NEG t, k):**

\[
\text{normalize4\_term\_neg (NEG t, k)}
\]

\[
\begin{align*}
\text{normalize4\_term\_neg (NEG t, k)} & = (** \text{by inlining normalize4\_term\_neg} *) \\
\text{iterate4 (DEC (PR\_NEG t, k))} & = (** \text{by inlining iterate4} *) \\
\text{RESULT v}
\end{align*}
\]

Clause 

**normalize4\_term\_neg (CONJ (t1, t2), k):**

\[
\text{normalize4\_term\_neg (CONJ (t1, t2), k)}
\]

\[
\begin{align*}
\text{normalize4\_term\_neg (CONJ (t1, t2), k)} & = (** \text{by inlining normalize4\_term\_neg} *) \\
\text{iterate4 (DEC (PR\_CONJ (t1, t2), k))} & = (** \text{by inlining iterate4} *) \\
\text{RESULT v}
\end{align*}
\]

Clause 

**normalize4\_term\_neg (DISJ (t1, t2), k):**

\[
\text{normalize4\_term\_neg (DISJ (t1, t2), k)}
\]

\[
\begin{align*}
\text{normalize4\_term\_neg (DISJ (t1, t2), k)} & = (** \text{by inlining normalize4\_term\_neg} *) \\
\text{iterate4 (DEC (PR\_DISJ (t1, t2), k))} & = (** \text{by inlining iterate4} *) \\
\text{RESULT v}
\end{align*}
\]

As a corollary of the compressions, the definition of iterate3 is now unused and can be omitted. The resulting abstract machine reads as follows:

\[
\begin{align*}
(* \text{cont \* value \rightarrow result\_or\_wrong} *)
\text{fun normalize4\_cont (C0, v)} & = \text{RESULT v} \\
| \text{normalize4\_cont (C1 (v1, k), v2)} & = \text{normalize4\_cont (k, CONJ\_nnf (v1, v2))} \\
| \text{normalize4\_cont (C2 (k, t2), v1)} & = \text{normalize4\_term (t2, C1 (v1, k))} \\
| \text{normalize4\_cont (C3 (v1, k), v2)} & = \text{normalize4\_term (v1, k, C4 (k, NEG t2))}
\end{align*}
\]
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\[
\begin{align*}
&= \text{normalize4} \text{.cont} (k, \text{DISJ} \text{.nnf} (v_1, v_2)) \\
&| \text{normalize4} \text{.cont} (C_4 (k, t_2), v_1) \\
&= \text{normalize4} \text{.term} (t_2, C_3 (v_1, k)) \\
(* \text{ term } \times \text{ cont } \rightarrow \text{ result } \text{.or} \text{.wrong } *) \\
\text{and} \text{ normalize4} \text{.term} \text{.neg} (\text{VAR} x, k) \\
&= \text{normalize4} \text{.cont} (k, \text{LIT} \text{.nnf} (\text{NEGVAR} x)) \\
&| \text{normalize4} \text{.term} \text{.neg} (\text{NEG} t, k) \\
&= \text{normalize4} \text{.term} (t, k) \\
&| \text{normalize4} \text{.term} \text{.neg} (\text{CONJ} (t_1, t_2), k) \\
&= \text{normalize4} \text{.term} \text{.neg} (t_1, C_4 (k, \text{NEG} t_2)) \\
&| \text{normalize4} \text{.term} \text{.neg} (\text{DISJ} (t_1, t_2), k) \\
&= \text{normalize4} \text{.term} \text{.neg} (t_1, C_2 (k, \text{NEG} t_2)) \\
(* \text{ term } \times \text{ cont } \rightarrow \text{ result } \text{.or} \text{.wrong } *) \\
\text{and} \text{ normalize4} \text{.term} (\text{VAR} x, k) \\
&= \text{normalize4} \text{.cont} (k, \text{LIT} \text{.nnf} (\text{POSVAR} x)) \\
&| \text{normalize4} \text{.term} (\text{NEG} t, k) \\
&= \text{normalize4} \text{.term} \text{.neg} (t, k) \\
&| \text{normalize4} \text{.term} (\text{CONJ} (t_1, t_2), k) \\
&= \text{normalize4} \text{.term} (t_1, C_2 (k, t_2)) \\
&| \text{normalize4} \text{.term} (\text{DISJ} (t_1, t_2), k) \\
&= \text{normalize4} \text{.term} (t_1, C_4 (k, t_2)) \\
(* \text{ term } \rightarrow \text{ result } \text{.or} \text{.wrong } *) \\
\text{fun} \text{ normalize4} t = \text{normalize4} \text{.term} (t, C_0)
\end{align*}
\]

Context specialization

To symmetrize the definitions of \text{normalize4} \text{.term} and \text{normalize4} \text{.term} \text{.neg}, we introduce two specialized contexts for C2 and C4, and we specialize \text{normalize4} \text{.cont} to directly call \text{normalize5} \text{.term} \text{.neg} for the new contexts C2\text{NEG} and C4\text{NEG}:

\[
\begin{align*}
datatype \text{ cont } = & \text{ C}0 \\
& | \text{ C}1 \text{ of value } \times \text{ cont} \\
& | \text{ C}2 \text{ of cont } \times \text{ term} \\
& | \text{ C}2\text{NEG of cont } \times \text{ term} \\
& | \text{ C}3 \text{ of value } \times \text{ cont} \\
& | \text{ C}4 \text{ of cont } \times \text{ term} \\
& | \text{ C}4\text{NEG of cont } \times \text{ term} \\
(* \text{ cont } \times \text{ value } \rightarrow \text{ result } \text{.or} \text{.wrong } *) \\
\text{fun} \text{ normalize5} \text{.cont} (\text{C}0, v) \\
& = \text{RESULT} v \\
& | \text{normalize5} \text{.cont} (\text{C}1 (v_1, k), v_2) \\
& = \text{normalize5} \text{.cont} (k, \text{CONJ} \text{.nnf} (v_1, v_2)) \\
& | \text{normalize5} \text{.cont} (\text{C}2 (k, t_2), v_1) \\
& = \text{normalize5} \text{.term} (t_2, \text{C}1 (v_1, k)) \\
& | \text{normalize5} \text{.cont} (\text{C}2\text{NEG} (k, t_2), v_1) \\
& = \text{normalize5} \text{.term} \text{.neg} (t_2, \text{C}1 (v_1, k)) \\
& | \text{normalize5} \text{.cont} (\text{C}3 (v_1, k), v_2) \\
& = \text{normalize5} \text{.cont} (k, \text{DISJ} \text{.nnf} (v_1, v_2)) \\
& | \text{normalize5} \text{.cont} (\text{C}4 (k, t_2), v_1) \\
& = \text{normalize5} \text{.term} (t_2, \text{C}3 (v_1, k)) \\
& | \text{normalize5} \text{.cont} (\text{C}4\text{NEG} (k, t_2), v_1) \\
& = \text{normalize5} \text{.term} \text{.neg} (t_2, \text{C}3 (v_1, k)) \\
(* \text{ term } \times \text{ cont } \rightarrow \text{ result } \text{.or} \text{.wrong } *) \\
\text{and} \text{ normalize5} \text{.term} \text{.neg} (\text{VAR} x, k)
\end{align*}
\]
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= normalize5_cont (k, LIT_nnf (NEGVAR x))
| normalize5_term_neg (NEG t, k)
= normalize5_term (t, k)
| normalize5_term_neg (CONJ (t1, t2), k)
= normalize5_term_neg (t1, C4NEG (k, t2))
| normalize5_term_neg (DISJ (t1, t2), k)
= normalize5_term_neg (t1, C2NEG (k, t2))

(* term * cont -> result_or_wrong *)
and normalize5_term (VAR x, k)
= normalize5_cont (k, LIT_nnf (POSVAR x))
| normalize5_term (NEG t, k)
= normalize5_term_neg (t, k)
| normalize5_term (CONJ (t1, t2), k)
= normalize5_term (t1, C2 (k, t2))
| normalize5_term (DISJ (t1, t2), k)
= normalize5_term (t1, C4 (k, t2))

(* term -> result_or_wrong *)
fun normalize5 t = normalize5_term (t, C0)

6.3.4 From abstract machines to normalization functions

In this section, we transform the abstract machine of Section 6.3.3 into two compositional normalization functions, one in continuation-passing style (Section 6.3.4) and one in direct style (Section 6.3.4).

Refunctionalization

Like many other big-step abstract machines [5, 61], the abstract machine of Section 6.3.3 is in defunctionalized form [70]: the reduction contexts, together with normalize5_cont, are the first-order counterpart of a function. This function is introduced with the data-type constructors C0, etc., and eliminated with calls to the dispatching function normalize5_cont. The higher-order counterpart of this abstract machine reads as follows:

(* term * (value -> 'a) -> 'a *)
fun normalize6_term_neg (VAR x, k)
= k (LIT_nnf (NEGVAR x))
| normalize6_term_neg (NEG t, k)
= normalize6_term (t, k)
| normalize6_term_neg (CONJ (t1, t2), k)
= normalize6_term_neg (t1, fn v1 =>
 normalize6_term_neg (t2, fn v2 =>
  k (DISJ_nnf (v1, v2))))
| normalize6_term_neg (DISJ (t1, t2), k)
= normalize6_term_neg (t1, fn v1 =>
 normalize6_term_neg (t2, fn v2 =>
  k (CONJ_nnf (v1, v2))))

(* term * (value -> 'a) -> 'a *)
and normalize6_term (VAR x, k)
= k (LIT_nnf (POSVAR x))
| normalize6_term (NEG t, k)
= normalize6_term_neg (t, k)
| normalize6_term (CONJ (t1, t2), k)
= normalize6_term (t1, fn v1 =>
 normalize6_term (t2, fn v2 =>
  k (CONJ_nnf (v1, v2))))
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k (CONJ_nnf (v1, v2)))
| normalize6_term (DISJ (t1, t2), k)
= normalize6_term (t1, fn v1 =>
normalize6_term (t2, fn v2 =>
k (DISJ_nnf (v1, v2))))

(* term -> result_or_wrong *)
fun normalize6 t = normalize6_term (t, fn v => RESULT v)

This normalization function is compositional over source terms: all recursive calls are over a proper subpart of the left-hand side.

Back to direct style

The refunctionalized definition of Section 6.3.4 is in continuation-passing style since it has a functional accumulator and all of its calls are tail calls \[\text{[56]}\]. Its direct-style counterpart reads as follows:

(* term -> value *)
fun normalize7_term_neg (VAR x) = LIT_nnf (NEGVAR x)
| normalize7_term_neg (NEG t) = normalize7_term t
| normalize7_term_neg (CONJ (t1, t2)) = DISJ_nnf (normalize7_term_neg t1, normalize7_term_neg t2)
| normalize7_term_neg (DISJ (t1, t2)) = CONJ_nnf (normalize7_term_neg t1, normalize7_term_neg t2)

(* term -> value *)
and normalize7_term (VAR x) = LIT_nnf (POSVAR x)
| normalize7_term (NEG t) = normalize7_term_neg t
| normalize7_term (CONJ (t1, t2)) = CONJ_nnf (normalize7_term t1, normalize7_term t2)
| normalize7_term (DISJ (t1, t2)) = DISJ_nnf (normalize7_term t1, normalize7_term t2)

(* term -> result_or_wrong *)
fun normalize7 t = RESULT (normalize7_term t)

This normalization function is compositional over source terms.

Catamorphic normalizers

The compositional normalizer of Section 6.3.4 features two mutually recursive functions from terms to values. These two functions can be expressed as one, using the following type isomorphism:

\((A \to B) \times (A \to B) \cong A \to B^2\)

Representationally, this isomorphism can be exploited in two ways: by representing \(B^2\) as \(2 \to B\) and by representing \(B^2\) as \(B \times B\). Let us review each of these representations.

Representing \(B^2\) as \(2 \to B\) We first need a two-element type to account for the “polarity” of the current sub-term, i.e., whether the number of negations between the root of the given term and the current sub-term is even (in which case the polarity is positive) or it is odd (in which case the polarity is negative):
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datatype polarity = PLUS | MINUS

We are now in position to express the normalizer with one recursive descent over the given term, threading the current polarity in an inherited fashion, and returning a term in normal form:

\[
\text{datatype polarity = PLUS | MINUS}
\]

Initially, the given term has a positive polarity. To make it manifest that this normalizer is (1) compositional and (2) singly recursive, let us express it as a catamorphism, i.e., as an instance of term_foldr:

\[
\text{fun normalize8 term (VAR x) = (fn PLUS => LIT_nnf (POSVAR x), MINUS => LIT_nnf (NEGVAR x))}
\]

Representing \(B^2\) as \(B \times B\) We use a pair holding a term in normal form and its dual. This pair puts us in position to express the normalizer with one recursive descent over the given term, returning a pair of terms in normal form in a synthesized fashion:
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```ml
let val (tp, tm) = normalize0_term t
end

| normalize0_term (CONJ (t1, t2)) =
  let val (t1p, t1m) = normalize0_term t1
     val (t2p, t2m) = normalize0_term t2
  in (CONJ_nnf (t1p, t2p), DISJ_nnf (t1m, t2m))
end

| normalize0_term (DISJ (t1, t2)) =
  let val (t1p, t1m) = normalize0_term t1
     val (t2p, t2m) = normalize0_term t2
  in (DISJ_nnf (t1p, t2p), CONJ_nnf (t1m, t2m))
end
```

(* term -> result_or_wrong *)
fun normalize0 t =
  let val (tp, tm) = normalize0_term t
  in RESULT tp
  end

The final result is the positive component of the resulting pair.

To make it manifest that this normalization function is (1) compositional and (2) singly recursive, let us express it as a catamorphism, i.e., as an instance of term_foldr:

```ml
(* term -> value * value *)
val normalize1_term =
  term_foldr
    (fn x => (LIT_nnf (POSVAR x), LIT_nnf (NEGVAR x)),
     fn (tp, tm) => (tm, tp),
     fn ((t1p, t1m), (t2p, t2m)) => (CONJ_nnf (t1p, t2p), DISJ_nnf (t1m, t2m)),
     fn ((t1p, t1m), (t2p, t2m)) => (DISJ_nnf (t1p, t2p), CONJ_nnf (t1m, t2m)))
```

(* term -> result_or_wrong *)
fun normalize1 t =
  let val (tp, tm) = normalize1_term t
  in RESULT tp
  end

6.3.5 Summary and conclusion

We have refocused the reduction-based normalization function of Section 6.3.2 into a small-step abstract machine, and we have exhibited a family of corresponding reduction-free normalization functions that all are inter-derivable.

We wish to emphasize that the starting point (the small-step reduction semantics) and the ending point (the big-step compositional normalization functions) are natural ones, i.e., undergraduate teaching material in functional programming. Proving that they are equivalent, on the other hand, is non trivial. In fact, the proof techniques involved to establish this equivalence form the core of Nielson and Nielson's popular textbook Semantics with Applications [154]. An additional advantage of the present calculational method is that it scales. To substantiate this claim, we invite the reader to pause and sketch a negational normalizer that implements a leftmost innermost strategy instead of the leftmost
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In this section, we consider conjunctive normal forms. We go from a leftmost-outermost reduction strategy to the corresponding leftmost-outermost evaluation strategy. Unlike the reduction rules for negational normalization, the rules for conjunctive normalization do not allow for a straightforward transformation. We therefore begin this section by adjusting the reduction rules (Section 6.4.0). We then implement the reduction strategy for the new rules (Section 6.4.1) as a prequel to implementing the corresponding reduction semantics (Section 6.4.2). We then turn to the syntactic correspondence between reduction semantics and abstract machines (Section 6.4.3) and to the functional correspondence between abstract machines and normalization functions (Section 6.4.4).

6.4.0 Generalized reduction

Consider the reduction rules provided by the distributivity laws presented in Section 6.1:

\[
\begin{align*}
  t_{nnf1} \lor (t_{nnf2} \land t_{nnf3}) & \rightarrow (t_{nnf1} \lor t_{nnf2}) \land (t_{nnf1} \lor t_{nnf3}) \\
  (t_{nnf1} \land t_{nnf2}) \lor t_{nnf3} & \rightarrow (t_{nnf1} \lor t_{nnf3}) \land (t_{nnf2} \lor t_{nnf3})
\end{align*}
\]

Unlike the reduction rules for negational normalization, these two rules overlap in two ways:

1. Redexes overlap because a term can be an instance of several redexes. For example, the term \((t_{nnf1} \land t_{nnf2}) \lor (t_{nnf3} \land t_{nnf4})\) can be reduced by either rule. In the present case, this critical pair results in a non-confluent rewrite system where normal forms are not unique: the order in which the reduction rules are applied matters, and depending on this order, distinct normal forms can be obtained.

2. Redexes and contractums overlap because when a contractum is a conjunction and occurs as an immediate subterm of a disjunction, this disjunction forms a new redex. For example, the term \(t_{nnf1} \lor (t_{nnf2} \lor (t_{nnf3} \land t_{nnf4}))\) reduces in one step to \(t_{nnf1} \lor ((t_{nnf2} \lor t_{nnf3}) \land (t_{nnf2} \lor t_{nnf4}))\) where the contractum (i.e., the conjunction) and the top-most disjunction now form the next redex to be contracted.

This situation is due to an overlap between the left-hand sides and right-hand sides of the reduction rules where a right-hand side can occur as a sub-pattern of a left-hand side. Such overlaps can make the next redex be spread across the current context and the current contractum. This next redex would be found by recomposing the current reduction context around the contractum and decomposing the resulting reduct. It would, however, not be found by decomposing the contractum in the current context.

Overlaps of this kind therefore make refocusing unapplicable, unlike in Sections 6.3 and in all the case studies of refocusing that the authors are aware of.

We eliminate these overlaps as follows:
1. To eliminate overlapping redexes, we restrict the lefthand side of the first reduction rule to $t_{\text{nf}1} \lor (t_{\text{nf}2} \land t_{\text{nf}3})$, thereby making the reduction strategy go from left to right.

2. To eliminate overlaps between left-hand sides and right-hand sides, we first note that the form of a conjunction in the context of disjunctions is $D[t_{\text{nf}1} \land t_{\text{nf}2}]$, where $D$ is a context of (restricted) disjunctions defined by:

$$D ::= [] \mid D \lor t_{\text{nf}} \mid t_{\text{dnf}} \lor D$$

Using this observation, we can generalize the reduction rules to eliminate the construction of new redexes:

$$D[t_{\text{nf}1} \land t_{\text{nf}2}] \rightarrow D[t_{\text{nf}1}] \land D[t_{\text{nf}2}] \quad \text{where } D \neq []$$

In effect, the generalized contraction hereditarily pulls out a conjunction in one single step, thereby avoiding the construction of intermediate redexes.

We now prove that leftmost outermost reduction by this generalized reduction rule is sound with respect to leftmost outermost reduction by the original two reduction rules. We use the notation $t \Rightarrow t'$ to denote that $t$ reduces to $t'$ by reducing the leftmost outermost redex of $t$ using the original reduction rules, and $\Rightarrow^*$ to denote the reflexive and transitive closure of $\Rightarrow$. Also, we use $t \Rightarrow t'$ to denote that $t$ reduces to $t'$ by reducing the leftmost outermost redex of $t$ using the generalized rule:

**Proposition 23** (soundness). Let $r = D[t_{\text{nf}1} \land t_{\text{nf}2}]$, and let $t = C[r]$, where $C$ is any context such that $r$ is the leftmost outermost redex of $t$ by the generalized reduction rule, i.e., $t \Rightarrow C[D[t_{\text{nf}1}] \land D[t_{\text{nf}2}]]$. Then $t \Rightarrow^* C[D[t_{\text{nf}1}] \land D[t_{\text{nf}2}]]$.

**Proof.** We first note that since $r$ is the leftmost outermost redex in $t$, we can limit our proof to the case where $C = []$ without loss of generality. We proceed by induction on $D$:

**Case** $D = []$. By reflexivity of $\Rightarrow^*$.

**Case** $D = D_0[[\cdot]] \lor t_{\text{nf}}$

$$= D_0[(t_{\text{nf}1} \land t_{\text{nf}2}) \lor t_{\text{nf}}]$$

$$\Rightarrow D_0[(t_{\text{nf}1} \lor t_{\text{nf}}) \land (t_{\text{nf}2} \lor t_{\text{nf}})]$$

$$\Rightarrow^* D_0[t_{\text{nf}1} \lor t_{\text{nf}}] \land D_0[t_{\text{nf}2} \lor t_{\text{nf}}]$$

$$= C[D[t_{\text{nf}1}] \land D[t_{\text{nf}2}]]$$

**Case** $D = D_0[t_{\text{dnf}}] \lor []$

$$= D_0[t_{\text{dnf}} \lor (t_{\text{nf}1} \land t_{\text{nf}2})]$$

$$\Rightarrow D_0[(t_{\text{dnf}} \lor t_{\text{nf}1}) \land (t_{\text{dnf}} \lor t_{\text{nf}2})]$$

$$\Rightarrow^* D_0[t_{\text{dnf}} \lor t_{\text{nf}1}] \land D_0[t_{\text{dnf}} \lor t_{\text{nf}2}]$$

$$= C[D[t_{\text{nf}1}] \land D[t_{\text{nf}2}]]$$

Note that we only need to apply the induction hypothesis when $D_0$ is non-empty, in which case it is indeed applied to the leftmost outermost redex of the term. \hfill \Box

With this adjusted reduction rule, we can proceed as in Sections 6.3.
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6.4.1 Prelude to a reduction semantics

The reduction strategy induces a notion of value and of potential redex (i.e., of a term that is an actual redex or that is stuck); we are then in position to state a compositional search function that implements the reduction strategy and maps a given term either to the corresponding value, if it is in normal form, or to a potential redex. Reflecting the stratification of conjunctive normal forms described in Sections 6.1 and 6.2 we specify the search for a potential redex in two stages. First, we search for the leftmost-outermost conjunction inside a disjunction. From this search function, we derive a decomposition function mapping a given term either to the corresponding value, if it is in the grammar of $\text{dnf}$, or to the leftmost-outermost conjunction and its context of disjunctions (Section 6.4.1). Second, we search for the leftmost-outermost disjunction containing a conjunction. From this search function, we derive a decomposition function mapping a given term either to the corresponding value, if it is in the grammar of $\text{cnf}$, or to a potential redex and its reduction context (Section 6.4.1). As a corollary, we can then state the associated recomposition function that maps a reduction context and a contractum to the corresponding reduct (Section 6.4.1).

Prequel to the reduction strategy

Under the assumption that there is a surrounding disjunction, we must locate the leftmost-outermost conjunction. A value therefore is a term where there are no conjunctions, i.e., a term in the grammar $\text{dnf}$:

```plaintext
datatype found.d = VAL.d of disj.cnf
                | LMOM.CONJ of term.nnf + term.nnf
```

The following implements the reduction strategy as a compositional search function. It searches for a conjunction depth-first and from left to right:

```plaintext
fun search_term_d (LIT.nnf x) = VAL.d (DISJ.leaf x)
  | search_term_d (CONJ.nnf (t1, t2)) = LMOM.CONJ (t1, t2)
  | search_term_d (DISJ.nnf (t1, t2)) = (case search_term_d t1
        of (VAL.d d1)
             => (case search_term_d t2
                   of (VAL.d d2)
                        => VAL.d (DISJ.node (d1, d2))
                           | (LMOM.CONJ conj)
                           => LMOM.CONJ conj)
                 | (LMOM.CONJ conj)
                 => LMOM.CONJ conj)

fun search_d t = search_term_d t
```

From searching to decomposing As in Section 6.3.1 we transform the search function into a decomposition function. We do so by (1) CPS-transforming the search function, (2) defunctionalizing its continuation,
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datatype cont_d = D0
| D1 of cont_d * term_nnf
| D2 of disj_cnf * cont_d

and (3) returning a conjunction (if one exists) and its context of disjunctions:

datatype value_or_decomposition_d = VAL_d of disj_cnf
| DEC_d of term_nnf * term_nnf + cont_d

(* cont_d + disj_cnf -> value_or_decomposition_d *)
fun decompose_cont_d (D0, d) = VAL_d d
| decompose_cont_d (D1 (k, t2), d1) = decompose_term_d (t2, D2 (d1, k))
| decompose_cont_d (D2 (d1, k), d2) = decompose_cont_d (k, DISJ_node (d1, d2))

(* term_nnf * cont_d -> value_or_decomposition_d *)
and decompose_term_d (LIT_nnf x, k) = decompose_cont_d (k, DISJ_leaf x)
| decompose_term_d (CONJ_nnf (t1, t2), k) = DEC_d (t1, t2, k)
| decompose_term_d (DISJ_nnf (t1, t2), k) = decompose_term_d (t1, D1 (k, t2))

(* term_nnf -> value_or_decomposition_d *)
fun decompose_d t = decompose_term_d (t, D0)

The reduction strategy

The reduction strategy consists in locating the leftmost-outermost conjunction that is di-
rectly below a disjunction. A value therefore is a term where disjunctions contain no
conjunctions, i.e., a conjunctive normal form:

type value = term_cnf

A potential redex is the distribution of disjunctions over a conjunction:

datatype potential_redex = PR_DISTR_DISJ of term_nnf * term_nnf + cont_d

The following compositional search function implements the reduction strategy. It searches
for a potential redex depth-first and from left to right:

datatype found_c = VAL_c of value
| POTRED_c of potential_redex

(* term_nnf -> found_c *)
fun search_term_c (LIT_nnf x) = VAL_c (CONJ_leaf (DISJ_leaf x))
| search_term_c (CONJ_nnf (t1, t2)) = (case search_term_c t1
| of (VAL_c c1)
| => (case search_term_c t2
| of (VAL_c c2)
| => VAL_c (CONJ_node (c1, c2))
| (POTRED_c pr)
| => POTRED_c pr)
| (POTRED_c pr)
| => POTRED_c pr)
| search_term_c (DISJ_nnf (t1, t2)))
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= (case decompose_d (DISJ_nnf (t1, t2))
   of (VAL_d d)
   => VAL_c (CONJ_leaf d)
   | (DEC_d (t1, t2, D))
   => POTRED_c (PR_DISTR_DISJ (t1, t2, D)))

(* term_nnf -> found_c *)
fun search_c t = search_term_c t

From searching to decomposing  As in Section 6.3.1, we transform the search func-
tion into a decomposition function. We do so by (1) CPS-transforming the search function,
(2) defunctionalizing its continuation,
datatype cont_c = C0
   | C1 of cont_c * term_nnf
   | C2 of conj_cnf * cont_c

and (3) returning a potential redex (if one exists) and its reduction context:
datatype value_or_decomposition = VAL of value
   | DEC of potential_redex * cont_c

(* cont_d * disj_cnf * cont_c -> value_or_decomposition *)
fun decompose_cont_d (D0, d, C) = decompose_cont_c (C, CONJ_leaf d)
| decompose_cont_d (D1 (D, t2), d1, C) = decompose_term_d (t2, D2 (d1, D), C)
| decompose_cont_d (D2 (d1, D), d2, C) = decompose_cont_d (D, DISJ_node (d1, d2), C)

(* term_nnf * cont_d * cont_c -> value_or_decomposition *)
and decompose_term_d (LIT_nnf x, D, C) = decompose_cont_d (D, DISJ_leaf x, C)
| decompose_term_d (CONJ_nnf (t1, t2), D, C) = DEC (PR_DISTR_DISJ (t1, t2, D), C)
| decompose_term_d (DISJ_nnf (t1, t2), D, C) = decompose_term_d (t1, D1 (D, t2), C)

(* cont_c * conj_cnf -> value_or_decomposition *)
and decompose_cont_c (C0, c) = VAL c
| decompose_cont_c (C1 (C, t2), c1) = decompose_term_c (t2, C2 (c1, C))
| decompose_cont_c (C2 (c1, C), c2) = decompose_cont_c (C, CONJ_node (c1, c2))

(* term_nnf * cont_c -> value_or_decomposition *)
and decompose_term_c (LIT_nnf x, C) = decompose_cont_c (C, CONJ_leaf (DISJ_leaf x))
| decompose_term_c (CONJ_nnf (t1, t2), C) = decompose_term_c (t1, C1 (C, t2))
| decompose_term_c (t as DISJ_nnf (t1, t2), C) = decompose_term_d (t, D0, C)

(* term_nnf -> value_or_decomposition *)
fun decompose t = decompose_term_c (t, C0)
Recomposition

A reduction context is recomposed around a term with a left fold over this context:

\[
\begin{align*}
\text{(* cont.d * term.nnf -> term.nnf *)} & \\
\text{fun recompose.d (D0, t)} & = t \\
\text{| recompose.d (D1 (D, t2), t1)} & = \text{recompose.d (D, DISJ.nnf (t1, t2))} \\
\text{| recompose.d (D2 (d1, D), t2)} & = \text{recompose.d (D, DISJ.nnf (embed.cnf (CONJ.leaf d1), t2))} \\
\end{align*}
\]

\[
\begin{align*}
\text{(* cont.c * term.nnf -> term.nnf *)} & \\
\text{fun recompose.c (C0, t)} & = t \\
\text{| recompose.c (C1 (C, t2), t1)} & = \text{recompose.c (C, CONJ.nnf (t1, t2))} \\
\text{| recompose.c (C2 (c1, C), t2)} & = \text{recompose.c (C, CONJ.nnf (embed.cnf c1, t2))} \\
\end{align*}
\]

\[
\begin{align*}
\text{(* cont.c * cont.d * term.nnf -> term.nnf *)} & \\
\text{fun recompose (C, D, t)} & = \text{recompose.c (C, recompose.d (D, t))} \\
\end{align*}
\]

6.4.2 A reduction semantics

We are now fully equipped to implement a reduction semantics for conjunctive normalization.

Notion of reduction

The reduction rule is implemented as:

\[
\begin{align*}
\text{datatype contractum.or.error} & = \text{CONTRACTUM of term.nnf} \\
& \mid \text{ERROR of string} \\
\end{align*}
\]

\[
\begin{align*}
\text{(* potential.redex -> contractum.or.error *)} & \\
\text{fun contract (PR.DISTR.DISJ (t1, t2, D))} & = \text{CONTRACTUM (CONJ.nnf (recompose.d (D, t1), recompose.d (D, t2)))} \\
\end{align*}
\]

In the present case, all potential redexes are actual ones, i.e., no terms are stuck.

One-step reduction

Given a non-value term, a one-step reduction function (1) decomposes this non-value term into a potential redex and a reduction context, (2) contracts the potential redex if it is an actual one, and (3) recomposes the reduction context with the contractum. If the potential redex is not an actual one, reduction is stuck. Given a value term, reduction is also stuck:

\[
\begin{align*}
\text{datatype reduct.or.stuck} & = \text{REDUCT of term.nnf} \\
& \mid \text{STUCK of string} \\
\end{align*}
\]

\[
\begin{align*}
\text{(* term.nnf -> reduct.or.stuck *)} & \\
\text{fun reduce t} & = \text{(case decompose t} \\
\end{align*}
\]
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\[
\text{of } (\text{VAL } v) \\
\quad \Rightarrow \text{STUCK "irreducible term"} \\
\mid (\text{DEC } (\text{pr}, C)) \\
\quad \Rightarrow (\text{case } \text{contract } \text{pr} \\
\quad \quad \text{of } (\text{CONTRACTUM } t') \Rightarrow \text{REDUCT } (\text{recompose}_c (C, t')) \\
\quad \mid (\text{ERROR } s) \Rightarrow \text{STUCK } s)
\]

Reduction-based normalization

A reduction-based normalization function is one that iterates the one-step reduction function until it yields a value or becomes stuck. If it yields a value, this value is the result of evaluation, and if it becomes stuck, evaluation goes wrong:

\[
\text{datatype result\_or\_wrong = RESULT of value} \\
\quad | \text{WRONG of string}
\]

The following definition uses decompose to distinguish between value and non-value terms:

\[
(*) \text{value\_or\_decomposition } \rightarrow \text{result\_or\_wrong} *
\]

\[
\text{fun iterate } (\text{VAL } v) = \text{RESULT } v \\
\mid \text{iterate } (\text{DEC } (\text{pr}, C)) = (\text{case } \text{contract } \text{pr} \\
\quad \text{of } (\text{CONTRACTUM } t') \Rightarrow \text{iterate } (\text{decompose } (\text{recompose}_c (C, t'))) \\
\quad \mid (\text{ERROR } s) \Rightarrow \text{WRONG } s)
\]

\[
(*) \text{term\_nnf } \rightarrow \text{result\_or\_wrong} *
\]

\[
\text{fun normalize } t = \text{iterate } (\text{decompose } t)
\]

6.4.3 From reduction-based to reduction-free normalization

This section follows the steps of Section 6.3.3: we refocus the reduction-based normalization function of Section 6.4.2, inline the contraction function, fuse the resulting small-step abstract machine into a big-step one, and compress its corridor transitions. The result reads as follows:

\[
\text{datatype cont\_d = D0} \\
\quad \mid \text{D1 of cont\_d } \ast \text{term\_nnf} \\
\quad \mid \text{D2 of disj\_cnf } \ast \text{cont\_d}
\]

\[
\text{datatype cont\_c = C0} \\
\quad \mid \text{C1 of cont\_c } \ast \text{term\_nnf} \\
\quad \mid \text{C2 of conj\_cnf } \ast \text{cont\_c} \\
\quad \mid \text{CL\_rec of cont\_c } \ast \text{cont\_d } \ast \text{term\_nnf}
\]

\[
(*) \text{cont\_d } \ast \text{disj\_cnf } \ast \text{cont\_c } \rightarrow \text{result\_or\_wrong} *
\]

\[
\text{fun normalize4\_cont\_d } (\text{D0}, \text{d}, \text{C}) = \text{normalize4\_cont\_c } (\text{C}, \text{CONJ\_leaf } \text{d}) \\
\mid \text{normalize4\_cont\_d } (\text{D1 } (\text{D}, \text{t2}), \text{d1}, \text{C}) = \text{normalize4\_term\_d } (\text{t2}, \text{D2 } (\text{d1}, \text{D}), \text{C}) \\
\mid \text{normalize4\_cont\_d } (\text{D2 } (\text{d1}, \text{D}), \text{d2}, \text{C}) = \text{normalize4\_cont\_d } (\text{D}, \text{DISJ\_node } (\text{d1}, \text{d2}), \text{C})
\]

\[
(*) \text{term\_nnf } \ast \text{cont\_d } \ast \text{cont\_c } \rightarrow \text{result\_or\_wrong} *
\]

\[
\text{and normalize4\_term\_d } (\text{LIT\_nnf } \text{x}, \text{D}, \text{C}) = \text{normalize4\_cont\_d } (\text{D}, \text{DISJ\_leaf } \text{x}, \text{C})
\]
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| normalize4_term_d (CONJ_nnf (t1, t2), D, C) |
| normalize4_term_d (t1, D, C1_rec (C, D, t2)) |
| normalize4_term_d (DISJ_nnf (t1, t2), D, C) |
| normalize4_term_d (t1, D1 (D, t2), C) |

(* cont_c * conj.cnf -> result.or.wrong *)
and
normalize4_cont_c (C0, c)
| normalize4_cont_c (C1 (C, t2), c1)
| normalize4_cont_c (C1_rec (C, C, t2), c1)
| normalize4_cont_c (C1_rec (C, D, t2), c1)
| normalize4_cont_c (C, CONJ_node (c1, c2))
| normalize4_cont_c (CONJ_rec (C, D, t2), c1)
| normalize4_cont_d (t2, D, C2 (c1, C))

(* term_nnf * cont_c -> result.or.wrong *)
and
normalize4_cont_c (LIT_nnf x, C)
| normalize4_cont_c (CONJ_nnf (t1, t2), C)
| normalize4_cont_c (DISJ_nnf (t1, t2), C)
| normalize4_cont_d (CONJ_nnf (t1, t2), D, C)
| normalize4_cont_d (DISJ_nnf (t1, t2), D, C)

fun normalize4 t = normalize4_term_c (t, C0)

6.4.4 From abstract machines to normalization functions

The big-step abstract machine of Section 6.4.3 is in defunctionalized form. Its higher-order counterpart reads as follows.

(* term_nnf * (disj.cnf * (value -> 'a) -> 'a) * (value -> 'a) -> 'a *)
fun normalize5_term_d (LIT_nnf x, k, mk)
| normalize5_term_d (CONJ_nnf (t1, t2), k, mk)
| normalize5_term_d (CONJ_rec (t1, t2), D, mk)
| normalize5_term_d (DISJ_nnf (t1, t2), k, mk)

(* term_nnf * (value -> 'a) -> 'a *)
fun normalize5_term_c (LIT_nnf x, mk)
| normalize5_term_c (CONJ_nnf (t1, t2), mk)
| normalize5_term_c (DISJ_nnf (t1, t2), mk)

fun normalize5 t = normalize5_term_c (t, RESULT)

This normalization function is in continuation-passing style. Its direct-style counterpart reads as follows:
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```ml
(* term_nnf * (disj_cnf -> conj_cnf) -> conj_cnf *)
fun normalize6_term_d (LIT_nnf x, k) = k (DISJ_leaf x)
| normalize6_term_d (CONJ_nnf (t1, t2), k) = CONJ_node (normalize6_term_d (t1, k), normalize6_term_d (t2, k))
| normalize6_term_d (DISJ_nnf (t1, t2), k) = normalize6_term_d (t1, fn d1 =>
  normalize6_term_d (t2, fn d2 =>
    k (DISJ_node (d1, d2))))

(* term_nnf -> value *)
fun normalize6_term_c (LIT_nnf x) = CONJ_leaf (DISJ_leaf x)
| normalize6_term_c (CONJ_nnf (t1, t2)) = CONJ_node (normalize6_term_c t1, normalize6_term_c t2)
| normalize6_term_c (DISJ_nnf (t1, t2)) = normalize6_term_d (DISJ_nnf (t1, t2), fn d => CONJ_leaf d)

(* term_nnf -> result_or_wrong *)
fun normalize6 t = RESULT (normalize6_term_c t)
```

In this normalization function, `normalize_term_d` is expressed in the “continuation-composing style” characteristic of functional backtracking. It is called in the clause for disjunctions, in the definition of `normalize_term_c`, with an initial continuation. In the clauses for literals and disjunctions, `normalize_term_d` is in the ordinary continuation-passing style, where all calls are tail calls. In the clause for conjunctions, however, there are two non-tail calls to `normalize_term_d`. In direct style, this programming idiom is captured with the delimited control operators `shift` and `reset`.

6.4.5 Delimited continuations in direct style

In this section, we use Filinski’s encoding of `shift` and `reset` in ML:

```ml
val shift : (('a -> value) -> value) -> 'a
val reset : (unit -> value) -> value
```

The control delimiter `reset` is used to initialize the continuation. The control operator `shift` is used to capture the current continuation, as delimited by a surrounding occurrence of `reset`.

The direct-style counterpart of the normalization function of Section 6.4.4 reads as follows:

```ml
(* term_nnf/value -> disj_cnf/value *)
fun normalize7_term_d (LIT_nnf x) = DISJ_leaf x
| normalize7_term_d (CONJ_nnf (t1, t2)) = shift (fn k =>
  CONJ_node (reset (fn () => k (normalize7_term_d t1)),
    reset (fn () => k (normalize7_term_d t2))))
| normalize7_term_d (DISJ_nnf (t1, t2)) = DISJ_node (normalize7_term_d t1, normalize7_term_d t2)

(* term_nnf/'a -> value/'a *)
fun normalize7_term_c (LIT_nnf x) = CONJ_leaf (DISJ_leaf x)
| normalize7_term_c (CONJ_nnf (t1, t2)) = CONJ_node (normalize7_term_c t1, normalize7_term_c t2)
| normalize7_term_c (DISJ_nnf (t1, t2))
```
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= reset (fn () => CONJ_leaf (normalize7_term_d (DISJ_nnf (t1, t2))))

(* term.nnf -> result_or_wrong *)
fun normalize7 t = RESULT (normalize7_term_c t)

In this normalization function, normalize_term_d is now expressed in direct style. Its call in the clause for disjunctions, in the definition of normalize_term_c, is now delimited with an occurrence of reset. In the clauses for literals and disjunctions, normalize_term_d is in ordinary direct style. In the clause for conjunctions, however, an occurrence of shift captures the current (delimited) continuation and duplicates it by applying it twice inside the conjunction, thereby realizing the duplication of contexts in the generalized distributivity law.

6.4.6 Summary and conclusion

We have first identified that the reduction rules implementing the distribution of disjunctions over conjunctions suffer from overlaps that make it impossible to refocus the corresponding reduction-based normalization function. We have therefore adjusted them. Then, taking the very same steps as in Section 6.3, we have refocused the reduction-based normalization function of Section 6.4.2 into a small-step abstract machine, and we have exhibited a family of corresponding reduction-free normalization functions that all are inter-derivable. It is our observation that the resulting higher-order normalization functions use delimited continuations, which we have exemplified by using the delimited-control operators shift and reset.

Ever since Wand’s foundational article on continuation-based program-transformation strategies [217], converting a formula into conjunctive normal form is a classic among continuation aficionados. We are adding two stones to this monument:

1. our big-step, reduction-free normalization function is not designed per se; it is systematically calculated from a small-step, reduction-based normalization function; and
2. it shows that delimited continuations form a natural expressive medium to carry out the distribution law in the big-step normalization function.

6.5 Conclusion and perspectives

The inter-derivations illustrated here witness a striking unity of computation across reduction semantics, abstract machines, and normalization functions: they all truly define the same elephant, so to speak. The structural coincidence between reduction contexts and evaluation contexts as defunctionalized continuations, in particular, plays a key role to connect reduction strategies and evaluation strategies, a connection that was first established by Plotkin [169] and that scales to delimited continuations. As for Ohori and Sasano’s lightweight fusion [155], it provides the linchpin between the functional representations of small-step and big-step operational semantics [67]. Overall, the inter-derivations illustrate the conceptual value of semantics-based program manipulation, as promoted at PEPM ever since its inception.

Acknowledgements. We are grateful to Jeremy Siek and Siau-Cheng Khoo for their invitation to present a preliminary version of this work at the 20th anniversary of PEPM [76].
The example of negational normalization originates in a joint work of the first and second authors \[65\]. The two prequels to a reduction semantics originate in a joint work of the first and third authors.
Chapter 7

Storeless call-by-need evaluation


Abstract

Starting from the standard call-by-need reduction for the λ-calculus that is common to Ariola, Felleisen, Maraist, Odersky, and Wadler, we inter-derive a series of hygienic semantic artifacts: a reduction-free storeless abstract machine, a continuation-passing evaluation function, and what appears to be the first heapless natural semantics for call-by-need evaluation. Furthermore we observe that the evaluation function implementing this natural semantics is in defunctionalized form. The refunctionalized counterpart of this evaluation function implements an extended direct semantics in the sense of Cartwright and Felleisen.

Overall, the semantic artifacts presented here are simpler than many other such artifacts that have been independently worked out, and which require ingenuity, skill, and independent soundness proofs on a case-by-case basis. They are also simpler to inter-derive because the inter-derivational tools (e.g., refocusing and defunctionalization) already exist.

7.1 Introduction

A famous functional programmer once was asked to give an overview talk. He began with “This talk is about lazy functional programming and call by need.” and paused. Then, quizzically looking at the audience, he quipped: “Are there any questions?” There were some, and so he continued: “Now listen very carefully, I shall say this only once.”
This apocryphal story illustrates *demand-driven computation* and *memoization of intermediate results*, two key features that have elicited a fascinating variety of semantic specifications and implementation techniques over the years, ranging from purely syntactic treatments to mutable state, and featuring small-step operational semantics \[12, 141\], a range of abstract machines \[96, 99, 195\], big-step operational semantics \[7, 134\], as well as evaluation functions \[113, 122\].

In this article, we extract the computational content of the standard call-by-need reduction for the \(\lambda\)-calculus that is common to both Ariola and Felleisen \[12\] and Maraist, Odersky, and Wadler \[141\]. This computational content takes the forms of a one-step reduction relation, an abstract machine, and a natural semantics that are mutually compatible and all abide by Barendregt’s variable convention \[22\] page 26]. Traditionally, one could either handcraft each of these semantic artifacts from scratch and then prove a series of soundness theorems, or invent a calculation to go from artifact to artifact and prove the correctness of the calculation on the way. We depart from these two traditions by going from artifact to artifact using a pre-defined series of fully correct transformations, following the programme outlined in the first author’s invited talk at ICFP 2008 \[62\]. To this programme, though, we add one new refunctionalization step that is specific to call by need. The inter-derivation is itemized as follows:

0. for starters, we make the contraction rules explicitly hygienic to make the standard one-step reduction preserve Barendregt’s variable convention;

1. iterating this hygienic standard one-step reduction yields a standard reduction-based evaluation, which we refocus \[71\] to obtain a reduction-free evaluation with the same built-in hygiene; this reduction-free evaluation takes the form of an abstract machine and is correct by construction; we simplify this hygienic abstract machine by hereditarily compressing its corridor transitions.

We then change perspective and instead of considering this abstract machine as a small-step entity defining a relation, we consider it as a big-step entity defining a function:

2. we refunctionalize \[69\] the simplified hygienic abstract machine of Item 1 into a continuation-passing evaluation function, which we write back to direct style, obtaining a functional program that is correct by construction and that implements a heapless natural semantics with the same built-in hygiene;

3. in addition, we observe that the evaluation function implementing this hygienic natural semantics is in defunctionalized form \[70\], and we present the corresponding higher-order evaluation function.

**Overview** We start with a call-by-name semantics of the \(\lambda_{\text{let}}\)-calculus (Section 7.2). This reduction semantics provides a syntactic account of demand-driven computation. Extending this syntactic account with the memoization of intermediate results yields Ariola et al.’s call-by-need semantics of the \(\lambda_{\text{let}}\)-calculus (Section 7.3). This reduction semantics is deceivingly concise: in the first half of this article (Section 7.4), we methodically analyze it, considering in turn its potential redexes (Section 7.4.1), its (lack of) hygiene (Section 7.4.2), its evaluation contexts (Section 7.4.3), the recomposition of its evaluation contexts around a term (Section 7.4.4), its decomposition of a non-answer term into a potential redex and its evaluation context according to the reduction strategy (Section 7.4.5), its contraction rules (Section 7.4.6), its standard one-step reduction...
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(Section [7.4.7]), and its standard reduction-based evaluation (Section [7.4.8]). The extensional properties such as unique decomposition, standardization, and hygiene ensure the existence of a deterministic evaluator extensionally. However, it is our thesis that they also provide precious intensional guidelines. We illustrate this thesis in the second half of this article (Sections [7.5] to [7.8]): from the reduction semantics, we mechanically derive an abstract machine (Section [7.5]), from this abstract machine, we mechanically derive a natural semantics (Sections [7.7.1] and [7.7.2]), and from this natural semantics we mechanically derive a higher-order evaluation function (Section [7.7.3]).

The ML code of the entire derivation is available from the last author’s web page.1

Prerequisites We assume a degree of familiarity with the formats of operational semantics – specifically reduction semantics, abstract machines, and natural semantics – though no more as can be gathered, e.g., in the first author’s lecture notes at AFP 2008 [61].

7.2 The standard call-by-name reduction for the \(\lambda\)-calculus

Let us start with demand-driven computation and the standard reduction corresponding to call by name. The call-by-name reduction semantics for the \(\lambda_{let}\)-calculus reads as follows:

Definition 24 (call-by-name \(\lambda_{let}\)-calculus).

Syntax:

\[
\begin{align*}
\text{Var} & \ni x \\
\text{Term} & \ni T ::= x \mid \lambda x.T \mid T T \mid \text{let } x \text{ be } T \text{ in } T \\
\text{Value} & \ni V ::= \lambda x.T \\
\text{Answer} & \ni A ::= V \mid \text{let } x \text{ be } T \text{ in } A \\
\text{Evaluation Context} & \ni E ::= [ ] \mid E T \mid \text{let } x \text{ be } T \text{ in } E
\end{align*}
\]

Contraction rules:

\[(I) \quad (\lambda x.T) T_1 \rightarrow \text{let } x \text{ be } T_1 \text{ in } T \]
\[(N) \quad \text{let } x \text{ be } T \text{ in } E[x] \rightarrow \text{let } x \text{ be } T \text{ in } E[T] \]
\[(C) \quad (\text{let } x \text{ be } T_1 \text{ in } A) T_2 \rightarrow \text{let } x \text{ be } T_1 \text{ in } A T_2 \]

In words:

- Programs are closed \(\lambda\)-terms with no let expressions.
- Terms are pure \(\lambda\)-terms with non-recursive let expressions. (We follow the tradition of referring to \(\lambda\)-declared and let-declared denotables as “variables” even though they do not vary.)
- Values are \(\lambda\)-abstractions.
- Answers are let expressions nested around a value.

1http://www.zerny.dk/def-int-for-call-by-need.html
• Evaluation contexts are terms with a hole that are constructed inductively. The notation “$E[T]$” stands for a term that decomposes into an evaluation context $E$ and a term $T$. Evaluation contexts specify where in a term the contraction rules can be applied. In the present case, the evaluation contexts specify the call-by-name reduction strategy.

Each contraction rule maps a redex to a contractum:

• Rule (I) introduces a let binding from an application, in a way akin to let insertion in partial evaluation \[36\].

• Rule (N) hygienically substitutes a definiens (here: a term) for the occurrence of a let-declared variable arising in an evaluation context. There may be more than one occurrence of the variable in the context. These other occurrences are not substituted.

• Rule (C) allows let bindings to commute with applications, hygienically, i.e., renaming what needs to be renamed so that no free variable is captured.

Reduction is then defined in terms of evaluation contexts and contraction. A term $T_0$ reduces to $T_1$ if there exists an evaluation context $E$, a redex $T'_0$, and a contractum $T'_1$ such that $T_0 = E[T'_0]$, $(T'_0, T'_1) \in \{I\} \cup \{N\} \cup \{C\}$, and $T_1 = E[T'_1]$. The following reduction sequence (one reduct per line) illustrates the demand-driven aspect of call by name as well as the duplication of work it entails. We note one-step reduction with $\rightarrow_{\text{name}}$ and annotate each reduction step with the name of the corresponding contraction rule:

\[
\begin{align*}
&((\lambda z. z) ((\lambda y. y) (\lambda x. x))) \rightarrow_{\text{name}} (I) \\
&\quad \text{let } z \text{ be } (\lambda y. y) (\lambda x. x) \text{ in } z \rightarrow_{\text{name}} (N) \\
&\quad \text{let } z \text{ be } (\lambda y. y) (\lambda x. x) \text{ in } ((\lambda y. y) (\lambda x. x)) z \rightarrow_{\text{name}} (I) \\
&\quad \text{let } z \text{ be } (\lambda y. y) (\lambda x. x) \text{ in } (\text{let } y \text{ be } \lambda x. x \text{ in } y) z \rightarrow_{\text{name}} (N) \\
&\quad \text{let } z \text{ be } (\lambda y. y) (\lambda x. x) \text{ in } (\text{let } y \text{ be } \lambda x. x \text{ in } \lambda x. x) z \rightarrow_{\text{name}} (C) \\
&\quad \text{let } z \text{ be } (\lambda y. y) (\lambda x. x) \text{ in } \text{let } y \text{ be } \lambda x. x \text{ in } (\lambda x. x) z \rightarrow_{\text{name}} (I) \\
&\quad \text{let } z \text{ be } (\lambda y. y) (\lambda x. x) \text{ in } \text{let } y \text{ be } \lambda x. x \text{ in } \text{let } x \text{ be } z \text{ in } x \rightarrow_{\text{name}} (N) \\
&\quad \text{let } z \text{ be } (\lambda y. y) (\lambda x. x) \text{ in } \text{let } y \text{ be } \lambda x. x \text{ in } \text{let } x \text{ be } z \text{ in } z \rightarrow_{\text{name}} (N) \\
&\quad \text{let } z \text{ be } (\lambda y. y) (\lambda x. x) \text{ in } \text{let } y \text{ be } \lambda x. x \text{ in } \text{let } x \text{ be } z \text{ in } (\lambda y. y) (\lambda x. x) \rightarrow_{\text{name}} (I) \\
&\quad \text{let } z \text{ be } (\lambda y. y) (\lambda x. x) \text{ in } \text{let } y \text{ be } \lambda x. x \text{ in } \text{let } x \text{ be } z \text{ in } y \rightarrow_{\text{name}} (N) \\
&\quad \text{let } z \text{ be } (\lambda y. y) (\lambda x. x) \text{ in } \text{let } y \text{ be } \lambda x. x \text{ in } \text{let } x \text{ be } z \text{ in } \lambda x. x \rightarrow_{\text{name}} (N)
\end{align*}
\]

At every step, we have explicitly decomposed each reduct into a redex (underlined) and its evaluation context (not underlined). Each (N) contraction is triggered by a demand over a variable: we have shaded the occurrence of this variable. Each of the two shaded occurrences of $z$ forces the reduction of $(\lambda y. y) (\lambda x. x)$. The result of this demand-driven reduction is not memoized.

### 7.3 The standard call-by-need reduction for the $\lambda$-calculus

Let us supplement demand-driven computation with the memoization of intermediate results to obtain the standard reduction corresponding to call by need. The following call-by-need reduction semantics for the $\lambda_{\text{int}}$-calculus is common to Ariola, Felleisen, Maraist,
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Odersky, and Wadler's articles [12, 15, 141], renaming non-terminals for notational uniformity:

**Definition 25** (call-by-need $\lambda_{\text{let}}$-calculus [15] Figure 3).

**Syntax:**

$$\text{Var} \ni x$$

$$\text{Term} \ni T ::= x \mid \lambda x. T \mid T T \mid \text{let } x \text{ be } T \text{ in } T$$

$$\text{Value} \ni V ::= \lambda x. T$$

$$\text{Answer} \ni A ::= V \mid \text{let } x \text{ be } T \text{ in } A$$

$$\text{Evaluation Context} \ni E ::= [] \mid E T \mid \text{let } x \text{ be } T \text{ in } E \mid \text{let } x \text{ be } E \text{ in } E[x]$$

**Contraction rules:**

$$\begin{align*}
(I) & \quad (\lambda x. T) T_1 \to \text{let } x \text{ be } T_1 \text{ in } T \\
(V) & \quad \text{let } x \text{ be } V \text{ in } E[x] \to \text{let } x \text{ be } V \text{ in } E[V] \\
(C) & \quad (\text{let } x \text{ be } T_1 \text{ in } A) T_2 \to \text{let } x \text{ be } T_1 \text{ in } A \ T_2 \\
(A) & \quad \text{let } x \text{ be } \text{let } y \text{ be } T_1 \to \text{let } y \text{ be } T_1 \\
& \quad \text{in } A \quad \text{in } \text{let } x \text{ be } A \quad \text{in } E[x] \quad \text{in } E[x]
\end{align*}$$

In words:

- Programs are closed $\lambda$-terms with no let expressions.
- Terms are pure $\lambda$-terms with non-recursive let expressions.
- Values are $\lambda$-abstractions.
- Answers are let expressions nested around a value.
- Evaluation contexts are terms with a hole that are constructed inductively. They specify where in a term the contraction rules can be applied. In the present case, the evaluation contexts specify the call-by-need reduction strategy. The notation “$E[T]$” stands for a term that decomposes into an evaluation context $E$ and a term $T$.
- Evaluation contexts specify where in a term the contraction rules can be applied. In the present case, the evaluation contexts specify the call-by-need reduction strategy.

Each contraction rule maps a redex to a contractum:

- Rule (I) introduces a let binding from an application.
- Rule (V) hygienically substitutes a definiens (here: a value) for the occurrence of a let-declared variable arising in an evaluation context. There may be more than one occurrence of the variable in the context. These other occurrences are not substituted.
- Rule (C) allows let bindings to commute with applications.
- Rule (A) re-associates let bindings.

Where call by name uses Rule (N), call by need uses Rule (V), ensuring that only values are duplicated. The reduction strategy thus also differs, so that the definiens of a needed variable is first reduced and this variable is henceforth declared to denote this reduct.
The following reduction sequence (one reduct per line) illustrates the demand-driven aspect of call by need as well as the memoization of intermediate results it enables. We note one-step reduction with \( \leadsto_{\text{need}} \) (and specify it precisely in Section 7.4.7) and annotate each reduction step with the name of the corresponding contraction rule:

\[
(\lambda z . z) ((\lambda y . y) (\lambda x . x)) \leadsto_{\text{need}} \quad (I)
\]
\[
\text{let } z \text{ be } (\lambda y . y) (\lambda x . x) \text{ in } z \leadsto_{\text{need}} \quad (I)
\]
\[
\text{let } z \text{ be } (\text{let } y \text{ be } \lambda x . x \text{ in } y) \text{ in } z \leadsto_{\text{need}} \quad (V)
\]
\[
\text{let } z \text{ be } (\text{let } y \text{ be } \lambda x . x \text{ in } \lambda x . x) \text{ in } z \leadsto_{\text{need}} \quad (I)
\]
\[
\text{let } y \text{ be } \lambda x . x \text{ in } \text{let } z \text{ be } \lambda x . x \text{ in } z \leadsto_{\text{need}} \quad (V)
\]
\[
\text{let } y \text{ be } \lambda x . x \text{ in } \text{let } z \text{ be } \lambda x . x \text{ in } (\lambda x . x) \text{ in } z \leadsto_{\text{need}} \quad (I)
\]
\[
\text{let } y \text{ be } \lambda x . x \text{ in } \text{let } z \text{ be } \lambda x . x \text{ in } \text{let } x \text{ be } z \text{ in } x \leadsto_{\text{need}} \quad (V)
\]
\[
\text{let } y \text{ be } \lambda x . x \text{ in } \text{let } z \text{ be } \lambda x . x \text{ in } \text{let } x \text{ be } \lambda x . x \text{ in } \lambda x . x \leadsto_{\text{need}} \quad (V)
\]

At every step, we have explicitly decomposed each reduct into a redex (underlined) and its evaluation context (not underlined). We have shaded the occurrences of the variables whose value is needed in the course of the reduction. Only the first shaded occurrence of \( z \) forces the reduction of \((\lambda y . y) (\lambda x . x)\). The result of this demand-driven reduction is memoized in the let expression that declares \( z \). It is thus reused when \( z \) triggers the two subsequent \( (V) \) contractions. This let expression is needed as long as \( z \) occurs free in its body; thereafter it can be elided with a garbage-collection rule [34].

This enumeration of successive call-by-need reducts is shorter than the call-by-name reduction sequence in Section 7.2: call by need is an optimization of call by name [12 141].

To add computational intuition and also to make it easier to test our successive implementations, we take the liberty of extending the calculus of Definition 25 with integers and the (strict) successor function:

**Definition 26** (call-by-need \( \lambda_{\text{let}} \)-calculus applied to integers).

**Syntax:**

- **Term**: \( \exists T ::= \bar{n} \mid \text{succ } T \mid x \mid \lambda x . T \mid T \ T \mid \text{let } x \text{ be } T \text{ in } T \)
- **Value**: \( \exists V ::= \bar{n} \mid \lambda x . T \)
- **Answer**: \( \exists A ::= V \mid \text{let } x \text{ be } T \text{ in } A \)
- **Evaluation Context**: \( \exists E ::= [ ] \mid \text{succ } E \mid E \ T \mid \text{let } x \text{ be } T \text{ in } E \mid \text{let } x \text{ be } E \text{ in } E[x] \)

**Contraction rules:**

- \((I)\) \hspace{1cm} \( (\lambda x . T) \ T_1 \rightarrow \text{let } x \text{ be } T_1 \text{ in } T \)
- \((I')\) \hspace{1cm} \( \text{succ } \bar{n} \rightarrow \bar{n}' \) where \( n' = n + 1 \)
- \((V)\) \hspace{1cm} \( \text{let } x \text{ be } V \text{ in } E[x] \rightarrow \text{let } x \text{ be } V \text{ in } E[V] \)
- \((C)\) \hspace{1cm} \( \text{let } x \text{ be } T_1 \text{ in } A \) \( T_2 \rightarrow \text{let } x \text{ be } T_1 \text{ in } A \ T_2 \)
- \((C')\) \hspace{1cm} \( \text{succ } (\text{let } x \text{ be } T \text{ in } A) \rightarrow \text{let } x \text{ be } T \text{ in } \text{succ } A \)
- \((A)\) \hspace{1cm} \( \text{let } x \text{ be } \text{let } y \text{ be } T_1 \rightarrow \text{let } y \text{ be } T_1 \text{ in } A \text{ in } \text{let } x \text{ be } A \text{ in } E[x] \rightarrow \text{let } x \text{ be } E \text{ in } E[x] \)

Compared to Definition 25 the shaded parts are new.

This definition is our starting point.
7.4 Some exegesis

Definition 26 packs a lot of information. Let us methodically spell it out:

- The contraction rules are a mouthful, and so in Section 7.4.1 we identify their underlying structure by stating a grammar for potential redexes.

- In reduction semantics, evaluation is defined as iterated one-step reduction. However, one-step reduction assumes Barendregt’s variable convention, i.e., that all declared variables are distinct, but not all the contraction rules preserve this convention: naive iteration is thus unsound. Rather than subsequently ensuring hygiene as in Garcia et al.’s construction of a lazy abstract machine [99], we make the contraction rules explicitly hygienic in Section 7.4.2 to make one-step reduction preserve Barendregt’s variable convention upfront.

- The evaluation contexts are unusual in that they involve terms that are uniquely decomposable into a delimited evaluation context and a variable. In Section 7.4.3 we restate their definition to clearly distinguish between ordinary evaluation contexts and delimited evaluation contexts.

- The one-step reduction of a reduction semantics is implicitly structured in three parts: given a non-answer term,

  (1, decomposition): locate the next potential redex according to the reduction strategy;

  (2, contraction): if the potential redex is an actual one, i.e., if the non-answer term is not stuck, contract this actual redex as specified by the contraction rules; and

  (3, recomposition): fill the surrounding context with the contractum to construct the next term in the reduction sequence.

Diagrammatically:

```
\begin{center}
  \begin{tikzpicture}
    \node (decomposition) at (0,0) {decomposition};
    \node (contraction) at (2,0) {contraction};
    \node (recomposition) at (4,0) {recomposition};
    \node (one-step-reduction) at (2,2) {one-step reduction};
    \draw[->] (decomposition) -- (one-step-reduction);
    \draw[->] (contraction) -- (one-step-reduction);
    \draw[->] (recomposition) -- (one-step-reduction);
  \end{tikzpicture}
\end{center}
```

Based on Sections 7.4.1, 7.4.2, and 7.4.3, we specify decomposition, hygienic contraction, and recomposition in Sections 7.4.4, 7.4.5, and 7.4.6. We then formalize hygienic one-step reduction in Section 7.4.7 and hygienic evaluation as iterated one-step reduction in Section 7.4.8.
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7.4.1 Potential redexes

To bring out the underlying structure of the contraction rules, let us state a grammar for potential redexes:

\[
\text{Potential Redex} \ni R ::= \text{succ } A \mid A\ T \mid \text{let } x \text{ be } A \text{ in } E[x]
\]

where \(E[x]\) stands for a non-answer term.

The two forms of answers – value and let expression – give rise to one contraction rule for each production in the grammar of potential redexes:

- \((I')\) arises from the application of the successor function to a value; \((C')\) arises from the application of the successor function to a let expression; likewise,

- \((I)\) and \((C)\) arise from the application of an answer; and

- \((V)\) and \((A)\) arise from the binding of an answer to a variable whose value is needed.

Not all potential redexes are actual ones: a non-answer term may be stuck due to a type error.

7.4.2 Barendregt's variable convention

The definition of evaluation as iterated one-step reduction assumes Barendregt's variable convention, i.e., that all bound variables are distinct. Indeed the rules \((V), (C)\) and \((A)\) assume the variable convention when they move a term in the scope of a binding. A reduction step involving \((V)\), however, yields a term where the variable convention does not hold, since \(V\) is duplicated and it may contain \(\lambda\)-abstractions and therefore bound variables.

There are many ways to ensure variable hygiene, if not the variable convention, at all times. We choose to allow \(\lambda\)-declared (not let-declared) variables to overlap, since no reduction can take place inside a \(\lambda\)-abstraction prior to its application, and to ensure that all let-declared variables are distinct. To this end, in Rule \((I)\), we make each let expression explicitly hygienic by declaring a globally fresh variable and renaming the corresponding \(\lambda\)-declared variable in passing:

\[(I) \ (\lambda x. T) T_1 \rightarrow \text{let } x' \text{ be } T_1 \text{ in } T[x'/x] \quad \text{where } x' \text{ is fresh}\]

This explicit hygiene ensures Barendregt's variable convention for let-declared variables.

Other alternatives exist for ensuring variable hygiene. We have explored several of them, and in our experience they lead to semantic artifacts that are about as simple and understandable as the ones presented here. The alternative we chose here, i.e., making Rule \((I)\) explicitly hygienic corresponds to, and is derived into the same renaming side condition as in Maraist, Odersky, and Wadler's natural semantics [141, Figure 11]. We also observe that this alternative is at the heart of the renaming mechanism in Garcia et al.'s lazy abstract machine [99, Section 4.5]. Across small-step semantics (the present work), abstract machines (Garcia et al.), and big-step semantics (Maraist et al.), there is therefore a genuine consensus about what befits hygienic reduction best in call by need. We have characterized this consensus in Rule \((I)\) here.
With Rule (I) explicitly hygiene, every contraction and thus every reduction step requires at most one fresh variable. Every finite reduction sequence (say, of length \( n \)) therefore requires at most \( n \) fresh variables. In fact, this notion of fresh variables is coinductive since programs may diverge and thus reduction sequences may be infinite. We thus materialize the freshness condition by threading a stream of fresh variables throughout successive contractions:

\[
X \in \text{FreshVars} = \forall X. \text{Var} \times X
\]

This stream is used to implement Rule (I):

\[
(I) \quad ((x', X), (\lambda x.T) T_1) \rightarrow (X, \text{let } x' \text{ be } T_1 \text{ in } T[x'/x])
\]

In all the other rules, \( X \) is threaded passively. Threading such a stream matches implementational practice, where the so-called “gensym” procedure yields a fresh variable. Here, this fresh variable is the next one in the stream.

### 7.4.3 The evaluation contexts

The grammars of contexts for call by need, in Definitions 25 and 26, are unusual compared to the one for call by name given in Definition 24. Call-by-need evaluation contexts have an additional constructor involving the term “\( E[x] \)” for which there exists a variable \( x \) in the eye of a delimited context \( E \). Spelling out decomposition (see Section 7.4.5 and Figure 7.3) shows that these delimited contexts are inductively constructed \emph{outside in} whereas all the others are constructed \emph{inside out}. To emphasize the computational difference we make it explicit which are which by adopting two isomorphic representations of contexts as a list of frames:

\[
\begin{align*}
\text{Context Frame} & \ni F : : = \text{succ } \Box | \Box T | \text{let } x \text{ be } T \text{ in } \Box | \text{let } x \text{ be } \Box \text{ in } E^{oi}[x] \\
\text{Outside-in Context} & \ni E^{oi} : : = \epsilon^{oi} | E^{oi} : : F \\
\text{Inside-out Context} & \ni E^{io} : : = \epsilon^{io} | F : : E^{io}
\end{align*}
\]

Here \( \Box \) is the hole in a context frame, \( \epsilon^{oi} \) is the empty outside-in context, \( \epsilon^{io} \) is the empty inside-out context, and \( :: \) is the (overloaded) context constructor. For example, the context \( E = ([ ] T_1) T_2 \) is equivalent to the outside-in context \( E^{oi} = \epsilon^{oi} :: (\Box T_1) :: (\Box T_2) \) and to the inside-out context \( E^{io} = (\Box T_1) :: (\Box T_2) :: \epsilon^{io} \) in the sense that for a term \( T_0 \) they all recompose to \((T_0 T_1) T_2\), as defined in Section 7.4.4. Outside-in contexts hang to the left and inside-out contexts hang to the right. They are composed by concatenation to the left or to the right:

\[
\begin{align*}
E^{oi} \circ_{oi} \epsilon^{io} & = E^{oi} \\
E^{oi} \circ_{oi} (F : : E^{io}) & = (E^{oi} : : F) \circ_{oi} E^{io} \\
\epsilon^{io} \circ_{io} E^{io} & = E^{io} \\
(E^{oi} : : F) \circ_{io} E^{io} & = E^{oi} \circ_{io} (F : : E^{io})
\end{align*}
\]

NB. In this BNF of context frames, as pointed out in Section 7.2 and 7.3 the notation “\( E^{oi}[x] \)” represents a term that uniquely decomposes into an outside-in evaluation context \( E^{oi} \) and a variable \( x \). In Section 7.5.2 and onwards, we take notational advantage of this paired representation to short-cut any subsequent decomposition of this term into \( E^{oi} \) and \( x \).
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\[
\begin{array}{c}
\langle T, E^{oi} \rangle_{oi} \uparrow_{\text{rec}} T \\
\langle T, E^{oi} : (\text{succ } \Box) \rangle_{oi} \uparrow_{\text{rec}} \text{succ } T_1 \\
\langle T, E^{oi} : (\Box T) \rangle_{oi} \uparrow_{\text{rec}} T_0 T_1
\end{array}
\]

\[
\begin{array}{c}
\langle T, E^{oi} \rangle_{oi} \uparrow_{\text{rec}} T_2 \\
\langle T, E^{oi} : (\text{let } x \text{ be } T_1 \text{ in } \Box) \rangle_{oi} \uparrow_{\text{rec}} \text{let } x \text{ be } T_1 \text{ in } T_2 \\
\langle T, E^{oi} : (\text{let } x \text{ be } \Box \text{ in } E^{oi}_1[x]) \rangle_{oi} \uparrow_{\text{rec}} \text{let } x \text{ be } T_1 \text{ in } T_2
\end{array}
\]

Figure 7.1: Recomposition of outside-in contexts

\[
\begin{array}{c}
\langle T, E^{oi} \rangle_{oi} \uparrow_{\text{rec}} T \\
\langle T, (\text{succ } \Box) : E^{oi} \rangle_{oi} \uparrow_{\text{rec}} T_1 \\
\langle T_0, T_1, E^{oi} \rangle_{oi} \uparrow_{\text{rec}} T_2
\end{array}
\]

\[
\begin{array}{c}
\langle T, (\text{let } x \text{ be } T_1 \text{ in } \Box) : E^{oi} \rangle_{oi} \uparrow_{\text{rec}} T_2 \\
\langle x, E^{oi} \rangle_{oi} \uparrow_{\text{rec}} T \\
\langle \text{let } x \text{ be } T_1 \text{ in } T, E^{oi} \rangle_{oi} \uparrow_{\text{rec}} T_2 \\
\langle T_1, (\text{let } x \text{ be } \Box \text{ in } E^{oi}_1[x]) : E^{oi} \rangle_{oi} \uparrow_{\text{rec}} T_2
\end{array}
\]

Figure 7.2: Recomposition of inside-out contexts

7.4.4 Recomposition

Outside-in contexts and inside-out contexts are recomposed (or again are ‘plugged’ or ‘filled’) as follows:

Definition 27 (recomposition of outside-in contexts). An outside-in context \( E^{oi} \) is recomposed around a term \( T \) into a term \( T' \) whenever \( \langle T, E^{oi} \rangle_{oi} \uparrow_{\text{rec}} T' \) holds. (See Figure 7.1)

Definition 28 (recomposition of inside-out contexts). An inside-out context \( E^{io} \) is recomposed around a term \( T \) into a term \( T' \) whenever \( \langle T, E^{io} \rangle_{oi} \uparrow_{\text{rec}} T' \) holds. (See Figure 7.2)

For example, let us recompose the term \( \text{let } x \text{ be } \lambda x_0.x_0 \text{ in } ((\lambda x_0.x_0) T_1) T_2 \) in the inside-out context \( (\Box T_3) : e^{io} \):

\[
\langle \text{let } x \text{ be } \lambda x_0.x_0 \text{ in } ((\lambda x_0.x_0) T_1) T_2, (\Box T_3) : e^{io} \rangle_{oi}
\]

\[
\text{recomposition}
\]

\[
\langle \text{let } x \text{ be } \lambda x_0.x_0 \text{ in } ((\lambda x_0.x_0) T_1) T_2, T_3 \rangle_{oi}
\]

Proposition 29 (unique recomposition of outside-in contexts). For any term \( T \) and outside-in context \( E^{oi} \) such that \( \langle T, E^{oi} \rangle_{oi} \uparrow_{\text{rec}} T' \) holds, the term \( T' \) is unique.
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\[
\begin{align*}
\langle \text{n}, E^\omega \rangle_{\text{term}} & \downarrow_{\text{dec}} \langle E^\omega, \langle \text{n} \rangle \rangle_{\text{context}} \\
\langle \text{succ } T, E^\omega \rangle_{\text{term}} & \downarrow_{\text{dec}} \langle T, (\text{succ } \square) : : E^\omega \rangle_{\text{term}} \\
\langle x, E^\omega \rangle_{\text{term}} & \downarrow_{\text{dec}} \langle E^\omega, (e^{\omega}, x) \rangle_{\text{redex}} \\
\langle \lambda x. T, E^\omega \rangle_{\text{term}} & \downarrow_{\text{dec}} \langle E^\omega, \lambda x. T \rangle_{\text{context}} \\
\langle T_0 T_1, E^\omega \rangle_{\text{term}} & \downarrow_{\text{dec}} \langle T_0, (\square T_1) : : E^\omega \rangle_{\text{term}} \\
\langle \text{let } x \text{ be } T_1 \text{ in } T, E^\omega \rangle_{\text{term}} & \downarrow_{\text{dec}} \langle T, (\text{let } x \text{ be } T_1 \text{ in } \square) : : E^\omega \rangle_{\text{term}} \\
\langle \text{let } x \text{ be } A, (E^\omega, A) \rangle_{\text{context}} & \downarrow_{\text{dec}} \langle A, \text{answer, } A \rangle_{\text{context}} \\
\langle \text{let } x \text{ be } (\square T_1), (E^\omega, A) \rangle_{\text{context}} & \downarrow_{\text{dec}} \langle A, T_1, E^\omega \rangle_{\text{redex}} \\
\langle \text{let } x \text{ be } A \text{ in } E^\omega \rangle_{\text{context}} & \downarrow_{\text{dec}} \langle \text{let } x \text{ be } A \text{ in } E^\omega \rangle_{\text{context}} \\
\langle \text{let } x \text{ be } \square \text{ in } E^\omega \rangle_{\text{context}} & \downarrow_{\text{dec}} \langle \text{let } x \text{ be } \square \text{ in } E^\omega \rangle_{\text{context}} \\
\langle F :: E^\omega, (E^\omega, F, x) \rangle_{\text{context}} & \downarrow_{\text{dec}} \langle E^\omega, (E^\omega :: F, x) \rangle_{\text{redex}}
\end{align*}
\]

Figure 7.3: Decomposition of an answer term into itself
and of a non-answer term into a potential redex and its context

**Proof.** Induction on $E^\omega$. $\square$

**Proposition 30** (unique recomposition of inside-out contexts). For any term $T$ and inside-out context $E^\omega$ such that $\langle T, E^\omega \rangle_{\text{io}} \uparrow_{\text{rec}} T'$ holds, the term $T'$ is unique.

**Proof.** Induction on $E^\omega$. $\square$

### 7.4.5 Decomposition

Decomposing a non-answer term into a potential redex and its evaluation context according to the reduction strategy is at the heart of a reduction semantics, but outside of the authors’ publications, it seems never to be spelled out. Let us do so.

There are many ways to specify decomposition. In our experience, a convenient one is the abstract machine displayed in Figure 7.3. This machine starts in the configuration $\langle T, e^{\omega} \rangle_{\text{term}}$, for a given term $T$. It halts in an answer state if the given term contains no potential redex, and in a decomposition state $(R, E^\omega)_{\text{redex}}$ otherwise, where $R$ is a potential redex in $T$ and $E^\omega$ its evaluation context according to the reduction strategy specified by the grammar of evaluation contexts.

**Definition 31** (decomposition). The decomposition relation, $\downarrow^*_\text{dec}$, is the transitive closure of $\downarrow_{\text{dec}}$. (See Figure 7.3)

For example, let us decompose the non-answer term $(\text{let } x \text{ be } \lambda x_0. x_0 \text{ in } (x T_1) T_2) T_3$:

\[
\begin{align*}
\langle \text{let } x \text{ be } \lambda x_0. x_0 \text{ in } (x T_1) T_2) T_3, e^{\omega} \rangle_{\text{term}} & \downarrow^*_{\text{dec}} \\
\langle \text{let } x \text{ be } \lambda x_0. x_0 \text{ in } (e^{\omega} :: (\square T_1) :: (\square T_2))[x], (\square T_3) :: e^{\omega} \rangle_{\text{redex}}
\end{align*}
\]
The term and context transitions are traditional: one dispatches on a term and the other on the top context frame. The reroot transitions locate the let-binder for a variable while maintaining the outside-in context from the binder to its occurrence, zipper-style \[115]\footnote{Decomposition could be stuck for terms containing free variables, but we assume programs to be closed.} In effect, the transitions reverse the prefix of an inside-out context into an outside-in context. For the example above, this reversal is carried out in the following sub-steps of decomposition:

\[
\begin{align*}
\langle \square T_1 \rangle :: \langle \square T_2 \rangle :: (\text{let } x \text{ be } \lambda x_0 \cdot x_0 \text{ in } \square) :: \langle \square T_3 \rangle :: (\epsilon^{oi}, (\epsilon^{oi}, x))_{\text{reroot}} \\
\downarrow_{\text{dec}} \\
\langle \text{let } x \text{ be } \lambda x_0 \cdot x_0 \text{ in } (\epsilon^{oi} :: (\square T_1) :: (\square T_2) \text{][}x\}] \rangle, \langle \square T_3 \rangle :: (\epsilon^{oi})_{\text{redex}}
\end{align*}
\]

**Proposition 32** (vacuous decomposition of an answer term). An answer term is vacuously decomposed into itself: for any answer term \( A \), \( \langle A, \epsilon^{oi} \rangle_{\text{term}} \downarrow^{*}_{\text{dec}} \langle A \rangle_{\text{answer}} \) holds.

**Proof.** By induction: the transitions over term-configurations turn the answer term inside-out into a context until its innermost value is reached, and the transitions over context-configurations turn back this context inside-out into the answer term until the empty context is reached.

\( \square \)

**Proposition 33** (unique decomposition of a non-answer term). For any non-answer term \( T \) such that \( \langle T, \epsilon^{oi} \rangle_{\text{term}} \downarrow^{*}_{\text{dec}} \langle R, E^{oi} \rangle_{\text{redex}} \) holds, the potential redex \( R \) and evaluation context \( E^{oi} \) are unique.

**Proof.** The \( \downarrow_{\text{dec}} \) relation is uniquely determined and \( \langle R, E^{oi} \rangle_{\text{redex}} \) is a terminal state, thus by transitivity \( \langle R, E^{oi} \rangle_{\text{redex}} \) is unique.

\( \square \)

### 7.4.6 The contraction rules

In accordance with the new BNF of contexts, the contraction rules of Definition 26 are hygienically stated as follows:

\( (I) \quad ((x', X), (\lambda x. T) \ T_1) \to (X, \text{let } x' \text{ be } T_1 \text{ in } T[x'/x]) \)

\( (I') \quad (X, \text{succ } \tau n') \to (X, \tau n') \) where \( n' = n + 1 \)

\( (V) \quad (X, \text{let } x \text{ be } V \text{ in } E^{oi}[x]) \to (X, \text{let } x \text{ be } V \text{ in } T) \) where \( \langle V, E^{oi} \rangle_{\text{iat}} \cap \text{rec } T \)

\( (C) \quad (X, \text{let } x \text{ be } T_1 \text{ in } A) \ T_2) \to (X, \text{let } x \text{ be } T_1 \text{ in } A \ T_2) \)

\( (C') \quad (X, \text{succ } \text{let } x \text{ be } T \text{ in } A) \to (X, \text{let } x \text{ be } T \text{ in succ } A) \)

\( (A) \quad (X, \text{let } x \text{ be let } y \text{ be } T_1 \to (X, \text{let } y \text{ be } T_1 \text{ in } A) \) in \( A \)

\( \text{in } E^{oi}[x]) \)

\( \text{in } E^{oi}[x]) \)

**Definition 34** (notion of reduction). \( \mathcal{R} = (I) \cup (I') \cup (V) \cup (C) \cup (C') \cup (A) \) and a redex \( R \) contracts to \( T \), denoted \( R \to_{\mathcal{R}}^{x'x} T \), iff \( ((X, R), (X', T)) \in \mathcal{R} \).
For example, let us contract the actual redex let $x$ be $\lambda x_0.x_0$ in $(e^{oi} : (\square T_1) : (\square T_2))[x]$ with the stream of fresh variables $X$:

\[
\begin{align*}
\text{let } x \text{ be } & \lambda x_0.x_0 \text{ in } (e^{oi} : (\square T_1) : (\square T_2))[x] \\
\text{contraction of } (\forall) \xrightarrow{x,x}{\mathcal{S}} \\
\text{let } x \text{ be } & \lambda x_0.x_0 \text{ in } ((\lambda x_0.x_0) T_1) T_2
\end{align*}
\]

**Proposition 35** (unique contraction). For any redex $R$ and stream of fresh variables $X$ such that $R \xrightarrow{xx'}{\mathcal{S}} T$ holds, $T$ and $X'$ are unique.

**Proof.** By case analysis on $R$. (See Section 7.4.1) \(\square\)

### 7.4.7 Standard one-step reduction

The standard one-step reduction performs one contraction in a non-answer term and is defined as

1. locating a potential redex and its evaluation context in the non-answer term through a number of decomposition steps,
2. contracting this potential redex if it is an actual one (otherwise the non-answer term is stuck), and
3. recomposing the resulting contractum into the evaluation context:

**Definition 36** (standard one-step reduction).

\[
(X, T) \xrightarrow{\text{need}} (X', T'') \quad \text{iff} \quad \begin{cases} 
(T, e^{oi})_\text{term} \xrightarrow{i^*_{\text{dec}}} (R, E^{io})_\text{redux} \\
R \xrightarrow{xx'}{\mathcal{S}} T'' \\
\langle T', E^{io} \rangle \xrightarrow{=} \text{id} \xrightarrow{\text{rec}} T''
\end{cases}
\]

Note that the standard one-step reduction is not the compatible closure of $\mathcal{S}$. The compatible closure, $\xrightarrow{\text{rec}}$, is closed over general contexts (i.e., terms with a hole), whereas the standard one-step reduction is closed over the restricted grammar of evaluation contexts.

For example, given a stream of fresh variables $X$, let us illustrate standard one-step reduction for the term $\langle \text{let } x \text{ be } \lambda x_0.x_0 \text{ in } (x T_1) T_2 \rangle T_3$:

\[
\begin{align*}
\langle \text{let } x \text{ be } \lambda x_0.x_0 \text{ in } (x T_1) T_2 \rangle T_3, e^{io}\rangle_\text{term} \\
\xrightarrow{i^*_{\text{dec}}} \\
\langle \text{let } x \text{ be } \lambda x_0.x_0 \text{ in } (e^{oi} : (\square T_1) : (\square T_2))[x], (\square T_3) : : e^{io}\rangle_\text{redux} \\
\xrightarrow{xx}{\mathcal{S}, \text{id}} \\
\langle \text{let } x \text{ be } \lambda x_0.x_0 \text{ in } ((\lambda x_0.x_0) T_1) T_2, (\square T_3) : : e^{io}\rangle_\text{io} \\
\xrightarrow{=} \text{rec} \\
\langle \text{let } x \text{ be } \lambda x_0.x_0 \text{ in } ((\lambda x_0.x_0) T_1) T_2 \rangle T_3
\end{align*}
\]
Proposition 37 (unique standard one-step reduction). For any term \( T \) and stream of fresh variables \( X \) such that \( (X, T) \xrightarrow{\text{need}} (X', T') \) holds, \( T' \) and \( X' \) are unique.

Proof. Corollary of unique decomposition (Proposition 33), unique contraction (Proposition 35), and unique recomposition (Proposition 30).

7.4.8 Standard reduction-based evaluation

The standard reduction-based evaluation is defined as the iteration of the standard one-step reduction. It thus enumerates the successive call-by-need reducts, i.e., the standard reduction sequence, of any given term:

Definition 38 (standard reduction-based evaluation). Standard reduction-based evaluation, \( \xrightarrow{\ast} \text{need} \), is the reflexive, transitive closure of standard one-step reduction, \( \xrightarrow{\text{need}} \).

Proposition 39 (unique standard reduction-based evaluation to answers). For any term \( T \) and stream of fresh variables \( X \) such that \( (X, T) \xrightarrow{\ast} \text{need} (X', A) \) holds, \( A \) and \( X' \) are unique.

Proof. Corollary of unique standard reduction (Proposition 37).

7.4.9 Conclusion and perspectives

As illustrated here, there is substantially more than meets the eye in a reduction semantics. In addition, extensional properties such as unique decomposition, standardization, and hygiene do not only ensure the existence of a deterministic evaluator extensionally, but it is our thesis that they also provide precious intensional guidelines. Indeed, after exegetically spelling out what does not readily meet the eye, things become compellingly simple:

- refocusing the standard reduction-based evaluation immediately gives a reduction-free abstract machine (Section 7.5.1) and compressing the corridor transitions of this abstract machine improves the efficiency of its execution (Section 7.5.2);
- we can then move from the relational view of small-step abstract machines to the functional view of big-step abstract machines (Section 7.6);
- refactoring the compressed big-step abstract machine with respect to the evaluation contexts gives a reduction-free evaluation function in continuation-passing style (Section 7.7.1). Mapping this evaluation function back to direct style gives a functional implementation of a natural semantics (Section 7.7.2).

All of these semantic artifacts are correct by construction, and their operational behaviors rigorously mirror each other in a lock-step sort of way. For one example, the semantic artifacts agree not only up to \( \alpha \)-equivalence but up to syntactic equality. For another example, should one be tempted to fine-tune either of these semantic artifacts, one is then in position to adjust the others to keep their operational behaviors in line, or to understand why this alignment is not possible and where coherence got lost in the fine-tuning.

Recently, Pirog and Biernacki have used the CPS transformation and defunctionalization to connect Launchbury and Sestoft's natural semantics for lazy evaluation and Peyton Jones's spineless tagless G-machine.
7.5. From reduction semantics to abstract machine

This section implements the first half of the programme outlined in Section 7.4.9. We first go from the standard reduction-based evaluation of Definition 38 (that enumerates all the successive reducts in the standard reduction sequence) to a reduction-free evaluation (that does not perform this enumeration because all the reducts are deforested away). This reduction-free evaluation takes the form of an abstract machine.

7.5.1 Refocusing: from reduction semantics to abstract machine

By recomposing and then immediately decomposing, a reduction-based evaluator takes a detour from a redex site, up to the top of the term, and back down again to the next redex site. The steps that make up this detour can be eliminated by refocusing [71]. Refocusing the reduction-based evaluation of a reduction semantics yields a reduction-free evaluation that directly navigates in a term from redex site to redex site without any detour via the top of the term.

Refocusing replaces successive recompositions and decompositions by a ‘refocus’ relation that associates a contractum and its (inside-out) evaluation context to an answer or a decomposition consisting of the next potential redex and associated evaluation context:

$$\langle T_n, E_n^{io}\rangle_{term} \rightarrow_{refocus} D \text{ iff } \langle T_n, E_n^{io}\rangle_{io} \uparrow_{rec} T' \land \langle T', E'^{io}\rangle_{term} \downarrow_{dec} D$$

Figure 7.4: Reduction-based refocusing

Figure 7.4 displays the naive, reduction-based definition of refocusing: an evaluation context is recomposed around a contractum and the resulting reduct is decomposed either into an answer or into another potential redex and its evaluation context. This definition is ‘reduction-based’ because the intermediate reduct is constructed.

Surprisingly, optimal refocusing consists of simply continuing with decomposition from the contractum and its associated evaluation context, according to the standard reduction strategy [71], here as well as in all the reduction semantics in Felleisen and Flatt’s lecture notes on programming languages and lambda calculi [86]. (This is another reason why we place such store in the decomposition function of a reduction semantics.)

Figure 7.5 displays the optimal, reduction-free definition of refocusing: a contractum and an evaluation context are directly associated with an answer or another potential redex and its evaluation context simply by decomposing the contractum in the evaluation context. This definition is ‘reduction-free’ because no intermediate reduct is constructed.
7. Storeless call-by-need evaluation

\[ \langle T, E^{io}\rangle_{\text{term}} \rightarrow_{\text{refocus}} D \text{ iff } \langle T, E^{io}\rangle_{\text{term}} \downarrow^*_\text{dec} D \]

Figure 7.5: Reduction-free refocusing

Reduction-free evaluation is defined, after an initial decomposition of the input term, as the iteration of contraction and reduction-free refocusing (i.e., term decomposition in the current evaluation context):

**Definition 40** (standard reduction-free evaluation). Let \( \rightarrow_{\text{step}} \) be one-step contraction and refocusing:

\[ \xrightarrow{X;X'} \rightarrow_{\text{step}} = \downarrow^*_\text{dec} \cup \xrightarrow{X;X'} \rightarrow_{\text{dec}} \]

where \( \langle R, E^{io}\rangle_{\text{redex}} \rightarrow_{\text{red}} \downarrow^*_\text{dec} D \text{ iff } R \rightarrow_{\text{red}} T \wedge \langle T, E^{io}\rangle_{\text{term}} \downarrow^*_\text{dec} D \). Standard reduction-free evaluation, \( \rightarrow^*_{\text{step}} \), is the transitive closure of \( \rightarrow_{\text{step}} \). Notationally we use \( X;X' \rightarrow^*_{\text{step}} \) to express that \( X \) is the input stream and \( X' \) is a suffix of \( X \) obtained after iterating \( \rightarrow_{\text{step}} \).

Evaluation is thus defined with the decomposition transitions from Figure 7.3 plus, for each contraction rule from Section 7.4.6, one transition towards decomposing the contractum in the current evaluation context. Like decomposition in Figure 7.3, evaluation therefore takes the form of an abstract machine. This abstract machine is displayed in Figure 7.6

**Proposition 41** (full correctness). For the abstract machine of Figure 7.6

\[ (X, T) \rightarrow^*_\text{need} (X', A) \iff \langle T, E^{io}\rangle_{\text{term}} \rightarrow^*_\text{step} \langle A\rangle_{\text{answer}}. \]

**Proof.** Corollary of the correctness of refocusing [71][197].

7.5.2 Transition compression: from abstract machine to abstract machine

In the abstract machine of Figure 7.6 some of the transitions yield a configuration for which there unconditionally exists another transition: all transitions to a term-configuration with a known term, all transitions to a context-configuration with a known context, and all transitions to a redex-configuration with a known redex (i.e., all transitions to redex). For example, the application of any let expression, which is a redex, gives rise to the following unconditional transitions:

\[
\begin{align*}
\langle \text{let } x \text{ be } T_1 \text{ in } A \rangle \rightarrow_{\text{step}} \langle \text{let } x \text{ be } T_1 \text{ in } T_2; E^{io}\rangle_{\text{term}} \\
\rightarrow_{\text{step}} \langle A; \text{let } x \text{ be } T_1 \text{ in } \square \rangle : : E^{io}_{\text{term}} \\
\rightarrow_{\text{step}} \langle A; \square T_2 \rangle : : \langle \text{let } x \text{ be } T_1 \text{ in } \square \rangle : : E^{io}_{\text{term}}
\end{align*}
\]

These so-called “corridor transitions” from one configuration to another can be hereditarily compressed so that the first configuration yields the last one in one transition.

---

4Giving decomposition another format would make evaluation inherit this format.
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\[
\begin{align*}
\langle \Gamma n^*, E^{\omega} \rangle_{\text{term}} & \xrightarrow{xx} \langle E^{\omega}, \Gamma n^* \rangle_{\text{context}} \\
\langle \text{succ } T, E^{\omega} \rangle_{\text{term}} & \xrightarrow{xx} \langle T, (\text{succ } \square) :: E^{\omega} \rangle_{\text{term}} \\
\langle x, E^{\omega} \rangle_{\text{term}} & \xrightarrow{xx} \langle E^{\omega}, (e^{\omega}, x) \rangle_{\text{reroot}} \\
\langle \lambda x. T, E^{\omega} \rangle_{\text{term}} & \xrightarrow{xx} \langle E^{\omega}, \lambda x. T \rangle_{\text{context}} \\
\langle T_0 T_1, E^{\omega} \rangle_{\text{term}} & \xrightarrow{xx} \langle T_0, (\square T_1) :: E^{\omega} \rangle_{\text{term}} \\
\langle \text{let } x \text{ be } T_1 \text{ in } T, E^{\omega} \rangle_{\text{term}} & \xrightarrow{xx} \langle T, (\text{let } x \text{ be } T_1 \text{ in } \square) :: E^{\omega} \rangle_{\text{term}} \\
\langle \{e^{\omega}, A\}_{\text{context}} & \xrightarrow{xx} \langle \{A\}_{\text{answer}} \\
\langle (\text{succ } \square) :: E^{\omega}, A \rangle_{\text{context}} & \xrightarrow{xx} \langle \text{succ } A, E^{\omega} \rangle_{\text{reroot}} \\
\langle (\square T_1) :: E^{\omega}, A \rangle_{\text{context}} & \xrightarrow{xx} \langle A T_1, E^{\omega} \rangle_{\text{reroot}} \\
\langle (\text{let } x \text{ be } T_1 \text{ in } \square) :: E^{\omega}, A \rangle_{\text{context}} & \xrightarrow{xx} \langle E^{\omega}, \text{let } x \text{ be } T_1 \text{ in } A \rangle_{\text{context}} \\
\langle (\text{let } x \text{ be } \square \text{ in } E^{\omega}[x]) :: E^{\omega}, A \rangle_{\text{context}} & \xrightarrow{xx} \langle \text{let } x \text{ be } A \text{ in } E^{\omega}[x], E^{\omega} \rangle_{\text{reroot}} \\
\langle (\text{let } x \text{ be } T_1 \text{ in } \square) :: E^{\omega}, (E^{\omega}, x) \rangle_{\text{reroot} & \xrightarrow{xx} \langle T_1, (\text{let } x \text{ be } \square \text{ in } E^{\omega}[x]) :: E^{\omega} \rangle_{\text{term}} \\
\langle F :: E^{\omega}, (E^{\omega}, x) \rangle_{\text{reroot} & \xrightarrow{xx} \langle E^{\omega}, (E^{\omega}, F, x) \rangle_{\text{reroot}} \\
\text{where } F \neq \text{let } x \text{ be } T \text{ in } \square \\
\langle \text{succ } \Gamma n^*, E^{\omega} \rangle_{\text{reroot} & \xrightarrow{xx} \langle \Gamma n^*, E^{\omega} \rangle_{\text{term}} \\
\text{where } n' = n + 1 \\
\langle \text{succ } \text{let } x \text{ be } T \text{ in } A, E^{\omega} \rangle_{\text{reroot} & \xrightarrow{xx} \langle \text{let } x \text{ be } T \text{ in } \text{succ } A, E^{\omega} \rangle_{\text{term}} \\
\langle (\lambda x. T) T_1, E^{\omega} \rangle_{\text{reroot} & \xrightarrow{xx} \langle \text{let } x' \text{ be } T_1 \text{ in } T[x'/x], E^{\omega} \rangle_{\text{term}} \\
\langle (\text{let } x \text{ be } T_1 \text{ in } A) T_2, E^{\omega} \rangle_{\text{reroot} & \xrightarrow{xx} \langle \text{let } x \text{ be } T_1 \text{ in } A T_2, E^{\omega} \rangle_{\text{term}} \\
\langle \text{let } x \text{ be } V \text{ in } E^{\omega}[x], E^{\omega} \rangle_{\text{reroot} & \xrightarrow{xx} \langle \text{let } x \text{ be } V \text{ in } T, E^{\omega} \rangle_{\text{term}} \\
\text{where } (V, E^{\omega}) \vdash_{\text{rec } T T} \\
\langle \text{let } x \text{ be let } y \text{ be } T_1 \text{ in } A \text{ in } E^{\omega}[x], E^{\omega} \rangle_{\text{reroot} & \xrightarrow{xx} \langle \text{let } y \text{ be } T_1 \text{ in } \text{let } x \text{ be } A \text{ in } T, E^{\omega} \rangle_{\text{term}} \\
\text{where } (x, E^{\omega}) \vdash_{\text{rec } T T}
\end{align*}
\]

Figure 7.6: Storeless abstract machine for call-by-need evaluation

Other transition compressions are determined by the structure of the term or of the evaluation context, and proceed over several steps. For example, analogously to what happens in Proposition 32 \[a \text{ term-configuration with an answer in a context always yields a context-configuration with this context and this answer:}\]

\[
\begin{align*}
\langle \text{let } x_1 \text{ be } T_1 \text{ in } \text{let } x_2 \text{ be } T_2 \text{ in } \cdots \text{let } x_n \text{ be } T_n \text{ in } V, E^{\omega} \rangle_{\text{term}} & \xrightarrow{xx} \langle \text{let } x_2 \text{ be } T_2 \text{ in } \cdots \text{let } x_n \text{ be } T_n \text{ in } V, (\text{let } x_1 \text{ be } T_1 \text{ in } \square) :: E^{\omega} \rangle_{\text{term}} \\
& \cdots \\
& \xrightarrow{xx} \langle \text{let } x_n \text{ be } T_n \text{ in } \square :: (\text{let } x_2 \text{ be } T_2 \text{ in } \square) :: (\text{let } x_1 \text{ be } T_1 \text{ in } \square) :: E^{\omega} \rangle_{\text{context}} \\
& \cdots \\
& \xrightarrow{xx} \langle E^{\omega}, \text{let } x_1 \text{ be } T_1 \text{ in } \text{let } x_2 \text{ be } T_2 \text{ in } \cdots \text{let } x_n \text{ be } T_n \text{ in } V \rangle_{\text{context}}
\end{align*}
\]
So, rather than turning the answer inside-out into the prefix of a context (with transitions over \textit{term}-configurations) until its innermost value is reached, and then turning this prefix inside-out back into the answer (with transitions over \textit{context}-configurations), we can directly refocus the original \textit{term}-configuration into the final \textit{context}-configuration:

\textbf{Proposition 42} (refocusing over answers). For any \( A, E^{io} \) and \( X \),

\[
\langle A, E^{io} \rangle_{term} \xrightarrow{XX^*} \langle E^{io}, A \rangle_{context}
\]

\textit{Proof.} Induction on \( A \). \( \square \)

Likewise, we can compress the transitions from a \textit{term}-configuration over any term \( E^{oi}[x] \) to a \textit{term}-configuration over \( x \), using the reverse concatenation “\( \odot \)” defined in Section 7.4.3:

\textbf{Proposition 43} (restoring outside-in evaluation contexts). For any \( T, E^{io}, E^{oi} \) and \( X \) such that \( \langle T, E^{oi} \rangle^{rec} \Rightarrow T' \),

\[
\langle T', E^{io} \rangle_{term} \xrightarrow{XX^*} \langle T, E^{oi} \odot E^{io} \rangle_{term}
\]

\textit{Proof.} Induction on \( E^{oi} \). \( \square \)

Finally, we can short-cut the search for the definiens of a needed variable:

\textbf{Proposition 44} (locating a definiens). For any \( x, T, E^{oi}, E^{oi}_1, E^{io}_2 \), and \( X \), where \( x \) is not declared in \( E^{oi}_1 \),

\[
\langle E^{io}_1::(\text{let } x \text{ be } T \text{ in } E^{oi}[x])::E^{io}_2, (E^{oi}, x) \rangle_{reroot} \xrightarrow{XX^*} \langle T, (\text{let } x \text{ be } \Box \text{ in } (E^{oi} \odot E^{io}_1)[x])::E^{io}_2 \rangle_{term}
\]

\textit{Proof.} Induction on \( E^{oi}_1 \). \( \square \)

The resulting abstract machine is displayed in Figure 7.7. No occurrences of “\( \odot \)” appear in the final abstract machine because in the course of compression all occurrences introduced by Proposition 43 are subsequently eliminated by Proposition 44.

\textbf{Proposition 45} (full correctness). For the abstract machine of Figure 7.7

\[
(X, T) \xrightarrow{\text{need}}^{*} (X', A) \iff \langle T, E^{io} \rangle_{term} \xrightarrow{XX^*} \langle A \rangle_{answer}
\]

\textit{Proof.} By Proposition 41 and calculation using Propositions 42, 43, and 44. \( \square \)
7.6 Small-step AMs define relations, big-step AMs define functions

A deterministic small-step abstract machine is characterized by a single-step state-transition system that associates a machine configuration with the next and is iterated toward a final state, if there is one. This characterization is aptly formalized by a relation that associates any non-final state to its successive states. The transitive closure of this relation then describes the transition sequence of any given term as well as its final state, if there is one. In contrast, a big-step abstract machine is characterized by a collection of mutually tail-recursive transitions mapping a configuration to a final state, if there is one. This characterization is aptly formalized by a function that maps any non-final state to a final state, if there is one. Here we have no interest in the actual reduction sequences towards a final state.

The difference between the two styles of abstract machines is not typically apparent in the abstract-machine specifications found in programming-language semantics. A ma-
machine specification is normally presented as a small-step abstract machine given by reading the transition arrow as the definition of a single-step transition relation to be iterated and with the configuration labels as passive components of the configurations. However, the same specification can equally be seen as a big-step abstract machine if the transition labels are interpreted as tail-recursive functions, with the transition arrow connecting left- and right-hand sides of their definitions.

The following diagram depicts the states and transitions of the abstract machine in Figure 7.7:

\[
\begin{align*}
\langle E^{io} \rangle_{\text{root}} & \xrightarrow{\text{reroot}} \langle T, E^{io} \rangle_{\text{term}} & \xrightarrow{\text{\textless\textgreater\downarrow}} & \langle E^{io} \rangle_{\text{context}} & \xrightarrow{\text{\textless\textgreater\downarrow}} & \langle A \rangle_{\text{answer}}
\end{align*}
\]

States can be viewed as a sum type of labeled components, and the transition arrows as a relation that maps any non-final state to its successive states. Alternatively, the states can be viewed as a set of mutually (tail-)recursive functions and the transition arrows as tail calls between the functions. By Proposition 39, we know that final states are unique, and thus we can model the big-step abstract machine as a partial function mapping any term to its unique final state, if there is one.

These two views (of small steps and of big steps) are relevant to transform an abstract machine implementing an operational semantics into an interpreter implementing a natural semantics. Such interpreters operate in big steps, and it is for this reason that we now shift gears and view the abstract machine of Figure 7.7 as a big-step one with evaluation defined by a partial function. These two views on an abstract machine are illustrated in 7.A.2 and 7.A.3 with a simpler example. From a programming perspective [67], the correctness of these two views is established by the lightweight fusion program transformation [155].

### 7.7 From abstract machine to evaluation functions

This section implements the second half of the programme outlined in Section 7.4.9. We start from the big-step abstract machine of Figure 7.7 and refunctionalize it into a continuation-passing interpreter (Section 7.7.1), which we then map back to direct style (Section 7.7.2). Observing that a component of the resulting direct-style interpreter is in defunctionalized form, we refunctionalize it (Section 7.7.3). Refunctionalization and the direct-style transformation are illustrated in 7.A.3, 7.A.4 and 7.A.5 with a simpler example.

#### 7.7.1 Refunctionalization: from abstract machine to continuation-passing interpreter

**Defunctionalization and refuctionalization:** Reynolds introduced defunctionalization [70, 176] to derive first-order evaluators from higher-order ones. Defunctionalization turns a function type into a sum type, and function application into the application of an apply function dispatching on the sum type. Its left inverse, refuctionalization [69], can transform first-order abstract machines into higher-order interpreters. It specifically works on programs that are in defunctionalized form, i.e., in the image of Reynolds’s defunctionalization.
Towards refunctionalizing the big-step abstract machine of Figure 7.7

The big-step abstract machine of Figure 7.7 is not in defunctionalized form with respect to the inside-out evaluation contexts. Indeed these contexts are consumed by the two transition functions corresponding to \( (E^{\text{io}}, A)_{\text{context}} \) and \( (E^{\text{io}}, (E^{\text{oi}}, x))_{\text{reroot}} \) rather than by the single apply function demanded for refunctionalization. This mismatch can be fixed by introducing a sum type discriminating between the (non-context) arguments to the two transition functions and combining them into a single transition function \([69]\). The left summand (tagged “ans”) holds an answer, and the right summand (tagged “var”) pairs a variable whose value is needed and an incrementally-constructed outside-in context used to get back to the place in the term where the value was needed.

Three of the context constructors occur on the right-hand sides of their own apply function clauses. When refunctionalized, these correspond to recursive functions and therefore appear as named functions.

The refunctionalized abstract machine is an interpreter for lazy evaluation in continuation-passing style, where the continuations are the functional representation of the inside-out contexts.

7.7.2 Back to direct style: from continuation-passing interpreter to natural semantics

It is a simple matter to transform the continuation-passing interpreter described in Section 7.7.1 into direct style \([56]\). The continuations do not represent any control effect other than non-tail calls, so the resulting direct-style interpreter does not require first-class control operators \([66]\).

In the present case, the interpreter of Section 7.7.1 implements a natural semantics (i.e., a big-step operational semantics) for lazy evaluation. This semantics is displayed in Figure 7.8. In reference to Figure 7.7,

- there is one term transition and one \( \Downarrow_{\text{eval}} \) judgement for each syntactic construct;
- for every context transition, there is a corresponding judgement over the ans injection tag:
  - two \( \Downarrow_{\text{succ}} \) judgments for the two transitions on the frame “\( \text{succ} \ \square \)”,
  - two \( \Downarrow_{\text{apply}} \) judgments for the two transitions on the frame “\( \square \ T \)”,
  - one \( \Downarrow_{\text{bind}} \) judgement for the transition on the frame “\( \text{let} \ x \ be \ T \ in \ \square \)”;
- for every reroot transition, there is a corresponding judgement over the var injection tag: one for each context frame, plus one for when there is a match.

Proposition 46 (full correctness).

\[
\langle T, e^{\text{io}} \rangle_{\text{term}} \xrightarrow{x^x \ \text{step}} T \Downarrow_{\text{eval}} \Rightarrow T \Downarrow_{\text{eval}}^{x^x \ \text{ans}(A)}
\]

Proof. Corollary of the correctness of defunctionalization and the CPS transformation. \( \square \)

As illustrated in 7.A.6 and 7.A.5 the natural semantics of Figure 7.8 is implemented as an interpreter in direct style. Following Reynolds’s functional correspondence, it can be CPS transformed and defunctionalized towards the abstract machine of Figure 7.7.
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7.7.3 Refunctionalization: from natural semantics to higher-order evaluation function

The natural-semantics implementation of Section 7.7.2 is already in defunctionalized form with respect to the first-order outside-in contexts. Indeed, as already mentioned in Section 7.4.4, the recomposition function of Definition 27 and Figure 7.1 is the corresponding apply function.

An outside-in context acts as an accumulator recording the path from a variable whose
value is needed to its binding site. The recomposition function turns this accumulator inside-out again when the variable’s value is found. The refunctionalized outside-in contexts are functional representations of these accumulators.

The resulting refunctionalized evaluation function is displayed in Figure 7.9. Notationally, higher-order functions are introduced with $\lambda$ and eliminated with $\underline{\text{at}}$, which is infix.

**Proposition 47** (full correctness).

$$T^X \upharpoonright_{\text{eval}}^X \text{ans}(A) \iff \text{eval}(T, X) = (\text{ans}(A), X').$$

**Proof.** Corollary of the correctness of defunctionalization.  

This higher-order evaluation function exhibits a computational pattern that we find striking because it also occurs in Cartwright and Felleisen’s work on extensible denota-
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Tional language specifications [41]: each valuation function yields either a (left-injected with “ans”) value or a (right-injected with “var”) variable together with a higher-order function. For each call, this higher-order function may yield another right-injected higher-order function that, when applied, restores this current call. As illustrated in [7.B], this computational pattern is typical of control: the left inject stands for an expected result, while the right inject acts as an exceptional return that incrementally captures the current continuation. This observation also points at a structural commonality in Ariola and Felleisen’s small-step semantics [12], which uses delimited control, and in Cartwright and Felleisen’s big-step semantics [41], which uses undelimited control. At any rate, for undelimited control, this computational pattern was subsequently re-invented by Fünfrocken to implement process migration [97, 191, 205], and then put to use to implement first-class continuations [140, 158]. In the present case, this pattern embodies two distinct computational aspects—one intensional and the other extensional:

How: The computational pattern is one of delimited control, from the point of use of a let-declared variable to its point of declaration.

What: The computational effect is one of a write-once state since once the delimited context is captured, it is restored with the value of the let-declared variable.

These two aspects were instrumental in Cartwright and Felleisen’s design of extensible denotational semantics for (undelimited) Control Scheme and for State Scheme [41]. For let insertion in partial evaluation, these control and state aspects were re-discovered and put to use by Sumii and Kobayashi [203], and for let insertion in type-directed partial evaluation, by Grobauer and Yang [103]. For normalization by evaluation, this control aspect was also re-discovered and put to use by Balat et al. [20], who abstract delimited control from the use site of a lambda-declared variable to its definition site. For call by need, this control aspect was recently identified and put to new use by Garcia, Lumsdaine and Sabry [99], and this store aspect was originally envisioned by Vuillemin [213], Wadsworth [215], and initially Landin [131].

These observations put us in position to write the evaluation function of Figure 7.9 in direct style, either with delimited control operators (one control delimiter for each let declaration, and one control abstraction for each occurrence of a let-declared variable whose value is needed), or with a state monad, as illustrated in [7.B] with a simpler example.

7.8 Deterministic abstract machines define functions

Up to Section 7.6, we scrupulously described small-step computation with relations, before shifting to functions for describing big-step computation. However, for deterministic programming languages, functions are sufficient to describe small-step computation, as done throughout the first author’s lecture notes at AFP 2008 [61]. For example, in the present work, the decomposition and recomposition functions of Section 7.4, together with the data type of contexts, are in defunctionalized form. They can therefore easily be refunctionalized, as illustrated in [7.A] This representational flexibility indicates a large and friendly degree of expressive freedom for implementing reduction semantics and one-step reduction functions in a functional programming language, not just for the call-by-need \( \lambda \)-calculus, but in general.
7.9 Conclusion

Over the years, the two key features of lazy evaluation – demand-driven computation and memoization of intermediate results – have elicited a fascinating variety of semantic artifacts, each with its own originality and elegance. It is our overarching thesis that spelling out the methodical search for the next potential redex that is implicit in a reduction semantics paves the way towards other semantic artifacts that not only are uniformly inter-derivable and sound by construction but also match what a programming-language semanticist crafts by hand. Elsewhere, we have already shown that refocusing, etc. do not merely apply to purely syntactic theories such as, e.g., Felleisen and Hieb’s syntactic theories of sequential control and state [88, 151]; the methodology also applies to call by need with a global heap of memo-thunks [7, 27, 167] and to combinatory graph reduction, connecting term graph rewriting systems à la Barendregt et al. and graph-reduction machines à la Turner [73, 222]. Here, we have shown that the methodology also applies to Ariola et al.’s purely syntactic account of call by need.
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The first author heard Rod Burstall’s quote in Section 7.9 from Neil Jones in the late 1980s, but was unable to locate it in writing. In May 2009, he asked Rod Burstall about it: Rod Burstall made that statement at Edinburgh at the occasion of a seminar by Christopher Wadsworth in the course of the 1970s.

7.A On refunationalizing and going back to direct style

The goal of this appendix is to illustrate refunationalization and the direct-style transformation. Our running example is an evaluator for a simple language of arithmetic expressions.

7.A.1 Abstract machine for evaluating arithmetic expressions

Our language of arithmetic expressions reads as follows:

Term \( \exists T ::= \langle n \rangle | T + T | T \times T \)

Value \( \exists V ::= \langle n \rangle \)

Evaluation Context \( \exists E ::= [ ] | E + T | V + E | E \times T | V \times E \)

In words: terms are integers, additions, and multiplications; values are integers; and evaluation contexts specify a left-most inner-most reduction order.
Here is an abstract machine for this language:

\[
\begin{align*}
\langle \text{term} \rangle & \rightarrow \langle \text{context} \rangle \\
\langle \text{term} \rangle & \rightarrow \langle \text{context} \rangle \\
\langle \text{term} \rangle & \rightarrow \langle \text{value} \rangle
\end{align*}
\]

This abstract machine consists of three states: the first defines the relation on terms, the second defines the relation on evaluation contexts, and the third is the terminal state of values. A term \( T \) evaluates to a value \( V \) iff \( \langle T, [ ] \rangle \rightarrow^* \langle V \rangle \).

### 7.A.2 Small-step implementation of the abstract machine

The abstract machine of Section 7.A.1 can be regarded as a small-step abstract machine defining a relation between any non-final state and its successive state. Let us implement it in Haskell.

Terms, values and evaluation contexts read as follows:

```haskell
data Term = Num Int | Add Term Term | Mul Term Term

type Val = Int

data Cont = Empty
           | EAddL Cont Term | EAddR Val Cont
           | EMulL Cont Term | EMulR Val Cont
```

States are represented with a data type:

```haskell
data State = TERM Term Cont | CONT Cont Val | VAL Val
```

The `TERM` constructor is used to represent `term` states, `CONT` to represent `context` states, and `VAL` to represent the final state.

Transitions are implemented with a function associating each non-final state to its successive state:

```haskell
step :: State → State
step (TERM (Num n) e) = CONT e n
step (TERM (Add t1 t2) e) = TERM t1 (EAddL e t2)
step (TERM (Mul t1 t2) e) = TERM t1 (EMulL e t2)
step (CONT Empty n) = VAL n
step (CONT (EAddL e t2) n1) = TERM t2 (EAddR n1 e)
step (CONT (EMulL e t2) n1) = TERM t2 (EMulR n1 e)
step (CONT (EAddR n1 e) n2) = CONT e (n1 + n2)
step (CONT (EMulR n1 e) n2) = CONT e (n1 + n2)
```

Evaluating a term is done by starting in the initial `term` state with the term and the empty context and iterating the transition sequence towards a final state:
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iterate :: State → Val
iterate (VAL n) = n
iterate state = iterate (step state)

main0 :: Term → Val
main0 t = iterate (TERM t Empty)

7.A.3 Big-step implementation of the abstract machine

The abstract machine of Section [7.A.1] can be equally regarded as a big-step abstract machine defining a function from terms to values [67]. Let us implement it in Haskell.

Terms, values and evaluation contexts read as in Section [7.A.2].

Transitions are implemented with a set of mutually tail-recursive functions:

term :: Term → Cont → Val
term (Num n) e = cont e n
term (Add t1 t2) e = term t1 (EAddL e t2)
term (Mul t1 t2) e = term t1 (EMulL e t2)

cont :: Cont → Val → Val
cont Empty n = n
cont (EAddL e t2) n1 = term t2 (EAddR n1 e)
cont (EAddR n1 e) n2 = cont e (n1 + n2)
cont (EMulL e t2) n1 = term t2 (EMulR n1 e)
cont (EMulR n1 e) n2 = cont e (n1 * n2)

main1 :: Term → Val
main1 t = term t Empty

The term function represents transitions from term states; the cont function represents transitions from context states; and the final return value represents the final value states. Evaluating a term is done by invoking the term-transition with the term and the empty context.

This implementation is in defunctionalized form with respect to the data type of evaluation contexts, Cont, and the function, cont, dispatching on that data type: each data constructor of Cont is consumed by cont which implements how to continue evaluation. Refunctionalization replaces each call to a data constructor of Cont by the introduction of a function that implements how to continue evaluation, and each call to cont by the elimination of this function, i.e., its application. For example, cont maps the data constructor Empty to the identity function; Empty is thus refunctionalized as the identity function. The function implementing how to continue evaluation is of course the continuation of an evaluator.

7.A.4 Continuation-passing evaluator

Refunctionalizing the abstract machine of Section [7.A.3] yields the following evaluator, which is in continuation-passing style (CPS):

evalc :: Term → (Val → a) → a
evalc (Num n) k = k n
evalc (Add t1 t2) k = evalc t1 (λn1 → evalc t2 (λn2 → k (n1 + n2)))
evalc (Mul t1 t2) k = evalc t1 (λn1 → evalc t2 (λn2 → k (n1 * n2)))

main2 :: Term → Val
main2 t = evalc t (λn → n)
This evaluator is in CPS since all calls are tail calls and the second parameter is a continuation.

### 7.A.5 Direct-style evaluator

Applying the direct-style transformation, i.e., the left inverse of the CPS transformation \[56\], to the continuation-passing evaluator of Section 7.A.4, we obtain the following evaluator, which is in direct style:

```haskell
eval :: Term → Val
eval (Num n) = n
eval (Add t1 t2) = eval t1 + eval t2
eval (Mul t1 t2) = eval t1 * eval t2

main3 :: Term → Val
main3 t = eval t
```

CPS-transforming this direct-style evaluator yields the continuation-passing evaluator of Section 7.A.4. Defunctionalizing this continuation-passing evaluator yields the abstract machine of Section 7.A.3. This sequence of program transformations was introduced in Reynolds’s work on definitional interpreters 4 decades ago \[176\]. It was put in the limelight, together with the converse sequence, in the past decade \[5, 62\].

### 7.A.6 Natural semantics

The direct-style interpreter of Section 7.A.5 implements the following (big-step) natural semantics:

\[
\begin{align*}
T_1 & \downarrow_{eval} \Gamma \quad T_2 \downarrow_{eval} \Gamma \quad \text{where } n = n_1 + n_2 \\
\Gamma \quad \text{eval} \quad \Gamma & \downarrow_{eval} \Gamma \\
T_1 & \downarrow_{eval} \Gamma \quad T_2 \downarrow_{eval} \Gamma \\
\Gamma & \downarrow_{eval} \Gamma \quad \text{where } n = n_1 \times n_2
\end{align*}
\]

A term \( T \) evaluates to a value \( V \) iff \( T \downarrow_{eval} V \).

The present natural semantics and the abstract machine of Section 7.A.1 are thus uniformly inter-derivable, and they match what a programming-language semanticist would craft by hand (see Footnote 3, page 138 for a non-trivial recent example).

### 7.B On the control pattern underlying call by need

The goal of this appendix is to illustrate the control pattern of Figure 7.9. Our running example counts the number of occurrences of each bound variable in a \( \lambda \)-term. More precisely, we define a function mapping a closed \( \lambda \)-term of type \( \text{Term1} \) into a new \( \lambda \)-term of type \( \text{Term2} \) where each binder \( \lambda x. T \) has been tagged with the number of free occurrences of \( x \) in \( T \).

```haskell
data Term1 = Var1 String |
            | Lam1 String Term1 |
            | App1 Term1 Term1
```
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We present three definitions: one with the control pattern of Figure 7.9 (Appendix 7.B.1), one with its direct-style counterpart using control operators (Appendix 7.B.2), and one in state-passing style (Appendix 7.B.3). All three are implemented in Haskell. We have tested them with the Glasgow Haskell Compiler.

7.B.1 Function-based encoding

The main function, count₁, calls an auxiliary function, visit, that returns the characteristic sum type of intermediate results: the current answer, left-injected with “Ans”, or a function resuming the computation of the current intermediate answer, right-injected with “Var” and tagged with the variable under consideration:

```haskell
data Term2 = Var2 String | Lam2 String Int Term2 | App2 Term2 Term2

data Intermediate = Ans Term2 | Var String (() → Intermediate)

count₁ t = case visit t of
  Ans t’ → t’
  Var x h → error "open term"

where
  visit :: Term1 → Intermediate
  visit (Var1 x) = var x
  visit (Lam1 x t) = lam x 0 (visit t)
  visit (App1 t₀ t₁) = app (visit t₀) (visit t₁)

  var x = Var x (λs → Ans (Var2 x))

  lam x n (Ans t) = Ans (Lam2 x n t)
  lam x n (Var y h)
    | x == y = lam x (n + 1) (h ())
    | otherwise = Var y (lam x n ◦ h)

  app (Ans t₀) (Ans t₁) = Ans (App2 t₀ t₁)
  app (Var x h) r = Var x ((λs → app s r) ◦ h)
  app r (Var x h) = Var x ((λs → app r s) ◦ h)
```

Each time a variable is visited, its continuation is captured from its point of use to its point of definition, its count is incremented, and the captured continuation is restored. The capture is realized by bubbling up with Var, as it were, from a point of use to its lexical point of definition while accumulating a delimited continuation by function composition. The restoration is realized by applying this delimited continuation.

7.B.2 Continuation-based encoding

The main function, count₂, calls an auxiliary function, visit, that delimits control for each variable definition, and abstracts control for each variable use, using Dybvig, Peyton-Jones and Sabry's monadic framework for subcontinuations [83]:

```haskell
import Control.Monad.CC

count₂ t = runCC (visit t [])
where
```
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visit :: MonadDelimitedCont p s m ⇒
Term1 → [(String, Term2 → m Term2)] → m Term2
visit (Var1 x) ms =
(mark x ms) (Var2 x)

visit (Lam1 x t) ms = do
h ← reset (λp → do
let k t = shift p (λk → do
  h ← k (return t)
  return (λn → h (n + 1)))
t’ ← visit t ((x, k) : ms)
  shift p (λk → return (λn → Lam2 x n t’)))
return (h 0)
visit (App1 t1 t2) ms = do
t1’ ← visit t1 ms
t2’ ← visit t2 ms
return (App2 t1’ t2’)
mark x ms =
case lookup x ms of
  Just p → p
  Nothing → error "open term"

Each time a variable is visited, its continuation is captured from its point of use to its point of definition, its count is incremented, and the captured continuation is restored. The capture is realized by using the control operator shift, which abstracts control into a delimited continuation. The restoration is realized by applying this delimited continuation.
7.B.3 State-based encoding

The main function, `count_4`, calls an auxiliary function, `visit`, that threads an association list of declared variables and numbers of their occurrences by use of a state monad:

```haskell
import Control.Monad.State

count_4 t = evalState (visit t) []
where

    visit :: Term1 → State [(String, Int)] Term2
    visit (Var1 x) = do
        modify (incr x)
        return (Var2 x)
    visit (Lam1 x t) = do
        modify ((x, 0):)
        t' ← visit t
        n ← gets (snd ◦ head)
        modify tail
        return (Lam2 x n t')
    visit (App1 t0 t1) = do
        t0' ← visit t0
        t1' ← visit t1
        return (App2 t0' t1')

    incr x [] = error "open term"
    incr x ((y, n) : ys)
        | x == y  = (y, n + 1) : ys
        | otherwise = (y, n  ) : incr x ys
```

Each time a variable is visited, its association is accessed in the current state, the count in this association is incremented, which yields a new state, and the computation is resumed in this new state.
Chapter 8

A synthetic operational account of call-by-need evaluation

Joint work with Olivier Danvy.

Abstract

We present the first operational account of call by need that connects theory and practice. Theory: the storeless operational semantics using syntax rewriting to account for demand-driven computation and for caching intermediate results. And practice: the store-based operational technique using memo-thunks to implement demand-driven computation and to cache intermediate results for subsequent sharing. The practice was initiated by Landin and Wadsworth and is prevalent today to implement lazy programming languages such as Haskell. The theory was initiated by Launchbury and by Ariola, Felleisen, Maraist, Odersky and Wadler and is prevalent today to reason equationally about lazy programs, on par with Barendregt et al.’s term graphs. Nobody knows, however, how the theory of call by need compares to the practice of call by need: all that is known is that the theory of call by need agrees with the theory of call by name, and that the practice of call by need optimizes the practice of call by name.

Our operational account takes the form of three new calculi for lazy evaluation of lambda-terms and our synthesis takes the form of three lock-step equivalences. The first calculus is a hereditarily compressed variant of Ariola et al.’s call-by-need lambda-calculus and makes “neededness” syntactically explicit. The second calculus distinguishes between strict bindings (which are induced by demand-driven computation) and non-strict bindings (which are used for caching intermediate results). The third calculus uses memo-thunks and an algebraic store. The first calculus syntactically corresponds to a storeless abstract machine, the second to an abstract machine with local stores, and the third to a lazy Krivine machine, i.e., a traditional store-based abstract machine implementing lazy evaluation. The machines are intensionally compatible with extensional reasoning about lazy programs and they are lock-step equivalent. Each machine functionally corresponds to a natural semantics for call by need in the style of Launchbury.

Our results reveal a genuine and principled unity of computational theory and computational practice, one that readily applies to variations on the general theme of call by need.
8. A synthetic operational account of call-by-need evaluation

8.1 Introduction

Seen in the historical HAKMEM report [25, Item 101B]:

Let $x$ be a continued fraction

$$p_0 + q_0/(p_1 + q_1/(...)) = p_0 + q_0/x'$$

where $x'$ is again a continued fraction

and the $p$'s and $q$'s are integers. [...] Instead of a list of $p$'s and $q$'s,

let $x$ be a subroutine

producing its next $p$ and $q$ each time it is called.

Thus on its first usage, $x$ will "output" $p_0$ and $q_0$

and, in effect, change itself into $x'$.

Lovely example of a lazy list and of its evaluation, isn’t it? And to think it was programmed
in assembly language too...

But what is lazy evaluation? Lazy evaluation is an embodiment of computation on
demand and of memoization of intermediate results for subsequent reuse, in case of subse-
quent similar demands. In the $\lambda$-calculus, lazy evaluation improves the standard reduc-
tion of $\lambda$-terms. In functional programming languages, lazy evaluation is implemented by
passing actual parameters "by need" both to user-defined functions and to data construc-
tors. Call by need is traditionally implemented with memo-thunks, as in Gosper's proce-
dural representation of continued fractions above: parameterless procedures that delay
computation and which, when forced, memoize their result in the store. And indeed lazy
abstract machines canonically use a store to manage memo-thunks. Alternatively, they
use updateable graphs rather than abstract-syntax trees, in which case these graphs play
the rôle of the store [81, 82]. Today, the best-known such store-based abstract machine is
probably Peyton Jones's Spineless Tagless G-Machine [160], which is the run-time system
of the Glasgow Haskell compiler.

Does this mean that a store is inherently necessary to account for lazy evaluation?
Perhaps surprisingly, the answer is no: in the mid-1990's [15], in a simultaneous tour de
force, Ariola and Felleisen [12] and Maraist, Odersky and Wadler [141] provided a purely
syntactic, storeless operational account of call by need.

So what has happened since? Somewhat unexpectedly, the store-based implemen-
tation technique of using memo-thunks and the storeless operational account of call by
need have remained disconnected[1]. Instead, for example, the control aspect of the store-
less operational account has most recently been sought to emulate this storage effect using
delimited continuations [99] or more generally a computational monad [77].

So what else has happened instead? Sestoft [195] and Maraist et al. [141] have con-
tinued to investigate store-based natural semantics for lazy evaluation, following Launch-
bury’s [134]. Recently, Nakata and Hasegawa have shown the equivalence of variants
of the calculus and Launchbury's natural semantics [152] and Chang and Felleisen have
designed a new calculus with one axiom and shown it to correspond with Launchbury's
natural semantics [43]. Other lazy abstract machines have been designed as well [96, 99].

All of these results provide extensional equivalence between the semantics, which yield
equivalent values on identical terminating terms. Also, some of the machines are ostensi-
bly derived but none of the derivation methods seem to have been subsequently reused.

1Indeed, the only known property of Ariola et al.’s call-by-need $\lambda$-calculus is its completeness with respect to
the standard reduction of the $\lambda$-calculus (i.e., call by name).
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Does this mean that the long-emerged investigation of lazy evaluation is still an ever-expanding and disconnected exploratory process? Actually, no. Ager et al. [7] have inter-derived a store-based call-by-need evaluator and a lazy version of the Krivine machine with a store (Figure 8.2 page 162), using the functional correspondence between evaluators and abstract machines summarized in Appendix 8.A.2 and originally due to Reynolds [5][176]. Biernacka and Danvy [27], Section 9] have inter-derived a reduction semantics of a λ-calculus with explicit substitutions and a store, λρ1, and the same lazy version of the Krivine machine with a store (Figure 8.2), using the syntactic correspondence between reduction semantics and abstract machines summarized in Appendix 8.A.1. Pirog and Biernacki [167] have inter-derived Launchbury and Sestoft's natural semantics for lazy evaluation and Peyton Jones's Spineless Tagless G-Machine, using Reynolds's functional correspondence and formalizing this correspondence in Coq. We have inter-derived combinatory graph reduction over term graphs à la Barendregt et al. [24] and Turner's graph-reduction machine [209], including the Y combinator [73]. And Ariola, Downen, Herbelin, Nakata and Saurin have put this inter-derivational unity of semantic artifacts to use for call-by-need sequent calculi [17].

So what is the contribution of the present article? We report a similar major unified progress in the investigation of lazy evaluation in the λ-calculus. Macroscopically, as depicted in Figure 8.13 page 178, we present a connection between the two major accounts of lazy evaluation—store-based and storeless—across the three major styles of operational semantics: reduction semantics, abstract machines and natural semantics. And microscopically, as defined in Section 8.4, our connection is based on a lock-step equivalence between the small-step semantics.

In what does our synthetic account differ from others? Our account is dual to Hardin, Maranget and Pagano's [107], who seek invariant structures in existing abstract machines using a calculus of explicit substitutions, and to Douence and Fradet's [82], who seek common structures in existing abstract machines to establish a taxonomy. Indeed we end with abstract machines as semantic artifacts that are in the common range of the syntactic correspondence (Appendix 8.A.1) and of the functional correspondence (Appendix 8.A.2). We also illustrate how tuning one semantics mechanically gives rise to another, e.g., Launchbury's natural semantics and Sestoft's abstract machine.

Keeping in mind the answers to the series of questions above, the rest of this article is organized as follows: Section 8.2 first contrasts call by name and call by need. Section 8.3 presents our first starting point: a store-based lazy version of the Krivine abstract machine. Section 8.4 presents our notion of lock-step equivalence. Section 8.5 presents our second starting point: a reduction semantics for call-by-need reduction. Section 8.6 then presents abstract machines for call-by-need evaluation, and Section 8.7 natural semantics for call-by-need evaluation. Figure 8.1 depicts our overall story.

Prerequisites and notations: We expect the reader to be acquainted with the formats of a (small-step) reduction semantics, an abstract machine, and a (big-step) natural semantics, as can be gathered, e.g., in Felleisen et al.'s recent textbook [89] and in Danvy's lecture notes at AFP 2008 [61]. We use x and y to range over names and use subscripts

2In the wake of the previous 700 papers about lazy evaluation, it is something of a challenge to write an original introduction for yet another article about lazy evaluation. In the 701st paper [77], Danvy et al. started with an unashamedly apocryphal anecdote illustrating computation on demand and memoization of intermediate results. In the present paper, and as no doubt spotted by the zealous reader already, we wrote the present introduction in call-by-need style with a series of Socratic questions concluded with a request to keep their answers in mind.
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as well as primes to distinguish meta-variables in a syntactic category, e.g., \(x_0, x_1, x', x''\). We assume all initial terms to be closed \(\lambda\)-terms defined by the usual BNF of the pure \(\lambda\)-calculus:

\[
\Lambda \ni t ::= x \mid \lambda x.t \mid t t
\]

and let \(fv(t)\) denote the set of free variables in \(t\). When unambiguous, we allow meta-variables from different semantic specifications to overlap. When ambiguous, we super-script the meta-variables with the notion of reduction of the particular semantics, e.g., \(t^{R}\).

8.2 Call by need vs. call by name

Lazy evaluation is an optimization of the standard reduction of \(\lambda\)-terms and as such we expect any two strategies for lazy evaluation to assign identical meanings to identical \(\lambda\)-terms. However, the operational behaviors specified by the two strategies can be readily observed on even small programs, such as this fully applied expression using Church numbers:

\[
\underbrace{c_m (\cdots (c_m \text{id} \text{id}) \cdots \text{id}) \text{id}}_n
\]

where \(c_n = \lambda s.\lambda z.s (s \cdots (s z)\cdots)\). Under call by name, the above expression takes an exponential number of steps to reduce, whereas under call by need, the number of steps is polynomial.

In this regard, call-by-need evaluation is a particular optimization and it is this optimization we want to characterize (so we are not interested in optimal reduction here \([19, 138]\)). As language users and implementors alike, we are interested in reasoning about the time and space complexity of programs under call by need. In other words, we are concerned with the operational behavior of its specification as opposed to the equational theory it enables, which is already aptly covered by call by name. We therefore wish to precisely relate the operational behavior specified by the call-by-need \(\lambda\)-calculus to the established method of implementing the call-by-need evaluation strategy. To this end, we first argue for what is a canonical specification of the call-by-need reduction strategy (Section 8.3). We then define a notion of lock-step equivalence by which we can prove the operational behavior of reduction strategies equivalent up to a fine-grained notion of steps (Section 8.4).

8.3 Store-based call-by-need evaluation and reduction

The call-by-need evaluation strategy originates with Wadsworth \([215]\) and was subsequently and independently used for programming languages by Henderson and Morris \([113]\) and by Friedman and Wise \([95]\). All of these specifications have one idea in common: to delay the evaluation of actual parameters with thunks allocated in a global store, and to force this evaluation on demand and memoize the resulting value in the thunk. In this section, we specify a canonical machine for call-by-need evaluation of pure \(\lambda\)-terms which reflects this implementational practice. We then inter-derive the corresponding notion of one-step reduction.
Small-step to big-step accounts of call by need are shown from top to bottom. Storeless to store-based accounts of call by need are shown from left to right.

Figure 8.1: Local picture: semantics for call-by-need evaluation
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Syntax:

- Term \( \ni t ::= x \mid \lambda x.t \mid t t \)
- Value \( \ni v ::= \lambda x.t \)
- Context \( \ni E ::= \square \mid E t \mid x := E \)
- Store \( \ni \sigma ::= \epsilon \mid \sigma[x = t] \)

Transition rules:

\[
\begin{align*}
\langle \lambda x.t, E, \sigma \rangle_{\text{term}} & \to_{\varphi} \langle E, \lambda x.t, \sigma \rangle_{\text{cont}} \\
\langle t_0 t_1, E, \sigma \rangle_{\text{term}} & \to_{\varphi} \langle t_0, E[\square t_1], \sigma \rangle_{\text{term}} \\
\langle x, E, \sigma \rangle_{\text{term}} & \to_{\varphi} \langle t, E[x := \square], \sigma \rangle_{\text{term}} \\
& \quad \text{where } t = \sigma(x) \\
& \quad \text{and } t \notin \text{Value} \\
\langle x, E, \sigma \rangle_{\text{term}} & \to_{\varphi} \langle E, v, \sigma \rangle_{\text{cont}} \\
& \quad \text{where } v = \sigma(x) \\
\langle \square, v, \sigma \rangle_{\text{cont}} & \to_{\varphi} \langle v, \sigma \rangle_{\text{ans}} \\
\langle E[\square t_1], \lambda x.t, \sigma \rangle_{\text{cont}} & \to_{\varphi} \langle t[x/x'], E, \sigma[x = t_1] \rangle_{\text{term}} \\
& \quad \text{where } x' \notin \text{dom}(\sigma) \\
\langle E[x := \square], v, \sigma \rangle_{\text{cont}} & \to_{\varphi} \langle E, v, \sigma[x = v] \rangle_{\text{cont}}
\end{align*}
\]

Execution starts in a term-configuration with an empty context and an empty store, and proceeds through successive transitions. In the second cont-transition, an actual parameter is delayed in a thunk. In the second-to-last term-transition, a thunk is forced. In the last cont-transition, a thunk has completed and its result is memoized.

Figure 8.2: Lazy version of the Krivine abstract machine

8.3.1 A machine for call-by-need evaluation

Our starting point is the properly tail-recursive and lazy variant of the Krivine machine displayed in Figure 8.2\[51\]. This machine features memo-thunks in a global store. In words: Terms are pure \(\lambda\)-terms. Values are \(\lambda\)-abstractions. Evaluation contexts consist of the empty context, an application context, and an update context. The machine uses two transition functions: term dispatching on terms and cont dispatching on evaluation contexts. Here demand-driven computation is implemented by the third term-transition and the second cont-transition, while memoization is implemented by the last cont-transition.

This machine represents a canonical implementation of the call-by-need evaluation strategy using actual substitutions. The update contexts represent “update markers” in the sense of Fairbairn and Wray’s Three Instruction Machine\[84\]. Furthermore, this machine can be inter-derived with traditional store-based call-by-need evaluators, as shown by Ager et al.\[7\].

Definition 48 (reduction-free evaluation). A term \(t \in \Lambda\) evaluates to a value \(v\) iff

\[
\langle t, \square, \epsilon \rangle_{\text{term}} \to^*_{\varphi} \langle v, \sigma \rangle_{\text{ans}}
\]

holds, where \(\to^*_{\varphi}\) is the transitive closure of \(\to_{\varphi}\). (See Figure 8.2)
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Syntax:

Term $\ni t ::= x \mid \lambda x.t \mid t t \mid x := t$

Value $\ni v ::= \lambda x . t$

Context $\ni E ::= \square \mid E t \mid x := E$

Store $\ni \sigma ::= \epsilon \mid \sigma[x = t]$

Redex $\ni r ::= v t \mid x := v \mid x$

Contraction rules:

\begin{align*}
(I) \quad & \langle E[(\lambda x.t) t_1], \sigma \rangle \rightarrow \langle E[t[x'/x]], \sigma[x' = t_1] \rangle \\
& \text{where } x' \notin \text{dom}(\sigma)

(V) \quad & \langle E[x := v], \sigma \rangle \rightarrow \langle E[v], \sigma[x = v] \rangle \\
(L) \quad & \langle E[x], \sigma \rangle \rightarrow \langle E[x := t], \sigma \rangle \\
& \text{where } t = \sigma(x) \\
& \text{and } t \notin \text{Value}

(\widetilde{V}) \quad & \langle E[x], \sigma \rangle \rightarrow \langle E[v], \sigma \rangle \\
& \text{where } v = \sigma(x)
\end{align*}

$\mathcal{S} = (I) \cup (V) \cup (L) \cup (\widetilde{V})$

Standard one-step reduction:

\[ \langle t, \sigma \rangle \xrightarrow{\mathcal{S}} \langle t', \sigma' \rangle \text{ iff } \left\{ \begin{array}{ll}
\text{decomposition:} & t = E[r] \\
\text{recomposition:} & t' = E[t'']
\end{array} \right. \]

Figure 8.3: The reduction semantics corresponding to Figure 8.2

8.3.2 A semantics for call-by-need reduction

Using Biernacka and Danvy’s syntactic correspondence between reduction semantics and abstract machines [27], we can inter-derive the lazy Krivine machine of Section 8.3.1 with a reduction-based counterpart. This reduction-based semantics takes the form of a reduction semantics and is displayed in Figure 8.3. Compared to the machine, an update context is given a term representation in the form of an update expression. The grammar of potential redexes gives rise to the four contraction rules. Here, demand-driven computation is captured by Rule (I) and Rule (L), and memoization is captured by Rule (V).

This reduction semantics is the closure-free counterpart of $\lambda\rho_1$ [27, Section 9].

Definition 49 (reduction-based evaluation). A term $t \in \Lambda$ reduces to a value $v$ iff $\langle t, \epsilon \rangle \xrightarrow{\mathcal{S}^*} \langle v, \sigma \rangle$ holds, where $\xrightarrow{\mathcal{S}^*}$ is the reflexive-transitive closure of $\xrightarrow{\mathcal{S}}$. (See Figure 8.3)

8.3.3 From evaluation to reduction

In summary, we have defined a reduction semantics for call-by-need reduction. Through the syntactic correspondence, this semantics corresponds to a store-based lazy version of the Krivine abstract machine which is inter-derivable with a traditional store-based lazy
evaluator. Therefore, these semantics specify the canonical evaluation strategy of call by need.

**Proposition 50** (full correctness). For any term \( t \in \Lambda \),

\[
\langle t, \Box, e \rangle_{\text{term}} \xrightarrow{\ast} \langle v_1, \sigma \rangle_{\text{ans}} \iff \langle t, e \rangle \xrightarrow{\ast} \langle v_2, \sigma \rangle
\]

where \( v_1 =_a v_2 \).

**Proof.** Corollary of the full correctness of refocusing [71][197]. \( \square \)

### 8.4 Lock-step equivalence

Our notion of lock-step equivalence is based on Milner’s weak bisimulation or observable equivalence of processes [145, Chapter 5]. In contrast to bisimulation where one equates objects within the same system, we are here interested in relating objects between separately defined systems. Also, we are not concerned with labeling.

We understand a process to be the steps defined by a transition system, in our case the standard reduction sequence as defined by the standard one-step reduction of a reduction semantics. Two processes are lock-step equivalent if any step taken by one can be mirrored by the other modulo the steps considered internal to the other process:

**Definition 51** (Lock-step equivalence). Let \( \rightarrow_\alpha \) be a transition system with internal transitions \( \rightarrow_\hat{\alpha} \) and let \( \rightarrow_\beta \) be a transition system with internal transitions \( \rightarrow_\hat{\beta} \). A binary relation \( R \) between the states of \( \rightarrow_\alpha \) and \( \rightarrow_\beta \) is a lock-step relation if for all \( a R b \):

\[
a \xrightarrow{\alpha} a' \Rightarrow \exists b' : b \xrightarrow{\hat{\beta}} b' \land a' R b' \\
\text{and} \\
b' \xrightarrow{\beta} b' \Rightarrow \exists a' : a \xrightarrow{\hat{\alpha}} a' \land a' R b'
\]

Two states \( a \) and \( b \) are lock-step equivalent, \( a \alpha \approx_\beta b \), iff there exists a lock-step relation \( R \) such that \( a R b \). If both sets of internal transitions are empty, then the lock-step relation is akin to a strong bisimulation.

### 8.5 Reduction semantics for call-by-need reduction

This section presents four reduction semantics for call-by-need evaluation together with their standard reduction. The first one is the \( \lambda_{\text{let}} \)-calculus and is due to Ariola, Felleisen, Maraist, Odersky, and Wadler (Section 8.5.1). We then calculate a revised semantics where (1) we hereditarily contract potential redexes, and (2) we make explicit when denotables are needed from their point of use to their point of declaration (Section 8.5.2). This latter distinction leads us to introducing a new term to represent this def-use chain: a strict let expression. A more uniform distinction between strict and non-strict let expressions leads us to ‘decoupling’ the reduction semantics into one with two contexts (Section 8.5.3). Interpreting one of these two contexts as a global store yields the reduction semantics of Figure 8.3 (see Section 8.5.4), which specifies the canonical evaluation strategy of call by need: Ariola et al.’s reduction semantics therefore also specifies the canonical evaluation strategy of call by need.
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Syntax:
\[
\begin{align*}
\text{Term} & \ni t ::= x | \lambda x.t | t \ t | \text{let } x = t \text{ in } t \\
\text{Value} & \ni v ::= \lambda x.t \\
\text{Answer} & \ni a ::= \lambda x.t \\
\text{Context} & \ni E ::= \Box | E \ t | \text{let } x = t \text{ in } E | \text{let } x = E \text{ in } E[x] \\
\text{Redex} & \ni r ::= a \ t | \text{let } x = a \text{ in } E[x]
\end{align*}
\]

Contraction rules:
\[
\begin{align*}
(I) & \quad (\lambda x.t) \ t_1 \rightarrow \text{let } x = t_1 \text{ in } t \\
(C) & \quad \text{let } x = t_1 \text{ in } a \ t_2 \rightarrow \text{let } x = t_1 \text{ in } a \ t_2 \\
(V) & \quad \text{let } x = v \text{ in } E[x] \rightarrow \text{let } x = v \text{ in } E[v] \\
(A) & \quad \text{let } x = \text{let } y = t_1 \rightarrow \text{let } y = t_1 \text{ in } a \quad \text{in } E[x] \text{ in } E[x] \\
\mathcal{R} & = (I) \cup (C) \cup (V) \cup (A)
\end{align*}
\]

Standard one-step reduction:
\[
t \rightarrow_{\mathcal{R}} t' \text{ iff } \begin{cases} \text{decomposition:} & t = E[r] \\ \text{contraction:} & (r, t'') \in \mathcal{R} \\ \text{recomposition:} & t' = E[t''] \end{cases}
\]

Figure 8.4: The call-by-need \(\lambda_{\text{let}}\)-calculus

8.5.1 Storeless reduction semantics

Our starting point is the standard call-by-need reduction for the \(\lambda_{\text{let}}\)-calculus that is common to Ariola, Felleisen, Maraist, Odersky, and Wadler’s articles [12, 15, 141], renaming non-terminals for notational uniformity. This calculus and its standard reduction are displayed in Figure 8.4. In words: Terms are pure \(\lambda\)-terms with let expressions declaring denotables. Values are \(\lambda\)-abstractions. Answers are let expressions nested around a value. Evaluation contexts are terms with a single hole and are constructed according to the standard call-by-need reduction strategy. Redexes come in two forms: the application of an answer, or the binding of an answer to a denotable whose value is needed. Each gives rise to a pair of contraction rules:

- Rules (I) and (C) arise from the application of an answer. (I) introduces a let binding, while (C) allows let bindings to commute with applications.
- Rules (V) and (A) arise from the binding of an answer to a variable whose value is needed. (V) hygienically substitutes a definiens (here: a value) for a variable occurrence, while (A) re-associates let bindings.

The standard one-step reduction is the compatible closure over the contraction rules with respect to the evaluation contexts.

**Definition 52** (reduction-based evaluation [15]). A term \(t \in \Lambda\) reduces to an answer \(a\) iff \(t \rightarrow_{\mathcal{R}}^* a\) holds, where \(\rightarrow_{\mathcal{R}}^*\) is the reflexive-transitive closure of \(\rightarrow_{\mathcal{R}}\). (See Figure 8.4)
8.5.2 Revised storeless reduction semantics

In this section, we develop a revised version of the storeless reduction semantics with contraction rules that more closely match the rules of the store-based reduction semantics in Section 8.3.2.

Hereditary contraction: Examining the contraction rules of Figure 8.4, we see that a contractum of Rule (C) contains a redex of the form \( a \ t \). This redex can thus be further contracted by either Rule (C) or Rule (I). Likewise, a contractum of Rule (A) contains a redex of the form \( \text{let } x = a \text{ in } E \). This redex can thus be further contracted by either Rule (A) or Rule (V). More precisely, by straightforward induction on the following definition of answer contexts,

\[
\text{Ans Ctx} \ni A ::= \square | \text{let } x = t \text{ in } A
\]

we relate the following terms under the reflexive transitive closure of the standard one-step reduction relation:

\[
A[\lambda x. t] \ t_1 \rightarrow^\ast R A[\text{let } x = t_1 \text{ in } t] \\
\text{let } x = A[v] \text{ in } E[x] \rightarrow^\ast R A[\text{let } x = v \text{ in } E[v]]
\]

Strict let expressions: The reduction semantics of Section 8.5.1 cleverly specifies what it means for a denotable to be “needed.” Specifically, a denotable \( x \) is needed in a term \( t \) if it can be uniquely decomposed into \( E[x] \). Therefore, the let expression “let \( x = t_1 \text{ in } t \)” can be in one of two states: if \( t = E[x] \), we say that the let is strict, forcing evaluation of the definiens; and if \( t \neq E[x] \), we say that the let is non-strict, postponing the evaluation of the definiens.

Let us make this property syntactically explicit in terms, using a strict let expression “let \( x : t \text{ in } E[x] \)” where \( x \) is needed in the body \( E[x] \). In contrast, the original let expression “let \( x = t \text{ in } t \)” is a non-strict let expression. Strict let expressions are then introduced and eliminated with the following rules:

\[
\text{let } x = t_1 \text{ in } E[x] \rightarrow \text{let } x : t_1 \text{ in } E[x] \\
\text{let } x : v \text{ in } E[x] \rightarrow \text{let } x = v \text{ in } E[v]
\]

In the case where \( t_1 \) is a value, this introduction rule and this elimination rule are applied consecutively in the reduction sequence. To cater for that case, we fuse these two rules into a new one, \((V)\).

Applying the two changes (hereditary contraction and introduction of strict let expressions) to the reduction semantics of Section 8.5.1 we obtain the semantics displayed in Figure 8.5

Definition 53 (reduction-based evaluation). A term \( t \in \Lambda \) reduces to a value \( v \) in an answer context \( A \) iff \( t \rightarrow^*_A A[v] \) holds, where \( \rightarrow^*_A \) is the reflexive-transitive closure of \( \rightarrow^*_A \).

(See Figure 8.5)

Proposition 54 (full correctness). For any closed \( t \in \Lambda \), \( t \rightarrow^*_\mathcal{R} t \).

Proof. There exists a lock-step relation over \( \mathcal{R} \) and \( \mathcal{C} \), where \( (C), (A) \) and \( (L) \) are internal transitions. (See Figure 8.15)
8.5. Reduction semantics for call-by-need reduction

Syntax:

Term \( \ni t \ni = x \mid \lambda x.t \mid t t \mid \text{let } x = t \text{ in } t \mid \text{let } x := t \text{ in } E[x] \)

Value \( \ni v \ni = \lambda x.t \)

Ans Ctx \( \ni A \ni = \square \mid \text{let } x = t \text{ in } A \)

Context \( \ni E \ni = \square \mid E t \mid \text{let } x = t \text{ in } E \mid \text{let } x : E \text{ in } E[x] \)

Redex \( \ni r \ni = A[v] t \mid \text{let } x := A[v] \text{ in } E \mid \text{let } x = t \text{ in } E \)

Contraction rules:

\begin{align*}
(I) & \quad A[\lambda x.t] t_1 \rightarrow A[\text{let } x = t_1 \text{ in } t] \\
(V) & \quad \text{let } x := A[v] \text{ in } E[x] \rightarrow A[\text{let } x = v \text{ in } E[v]] \\
(L) & \quad \text{let } x = t \text{ in } E[x] \rightarrow \text{let } x := t \text{ in } E[x] \\
& \quad \text{where } t \not\in \text{Value} \\
(\bar{V}) & \quad \text{let } x = v \text{ in } E[x] \rightarrow \text{let } x = v \text{ in } E[v]
\end{align*}

\( \mathcal{C} = (I) \cup (V) \cup (L) \cup (\bar{V}) \)

Standard one-step reduction:

\[
t \xrightarrow{\mathcal{C}} t' \iff \begin{cases} 
\text{decomposition:} & t = E[r] \\
\text{contraction:} & (r, t'') \in \mathcal{C} \\
\text{recomposition:} & t' = E[t'']
\end{cases}
\]

Figure 8.5: The revised call-by-need \(\lambda_{\text{let}}\)-calculus

8.5.3 Decoupled reduction semantics

The reduction semantics of Section 8.5.1 distinguishes strict and non-strict forms only in its specification of evaluation contexts. In Section 8.5.2, strictness is made explicit in terms, yet strict and non-strict forms remain coupled during contraction. Examining the contraction rules of Figure 8.5, we see that strict let expressions are introduced to guide computation while non-strict let expressions are introduced to store intermediate results. In this section, we decouple strict and non-strict contexts, thereby separating the concerns of computation from the concerns of mere storage of intermediate results. The resulting semantics is displayed in Figure 8.6. The defining difference is that non-strict let expressions (in the form of non-strict contexts) are no longer interleaved in the terms. Therefore:

- Terms no longer include non-strict let expressions and strict let expressions delimit just the non-strict context.
- Strict contexts are terms with a hole in strict position: the operand of an application, or the term bound by a strict let expression.
- Non-strict contexts are nested non-strict let expressions.
- Rules (I) and (V) directly place non-strict let bindings in the non-strict context.
- Rules (L) and (\(\bar{V}\)) directly look up denotables in the non-strict context.
8. A synthetic operational account of call-by-need evaluation

Syntax:

Term \( \ni t ::= x \mid \lambda x.t \mid t t \mid \text{let } x := t \text{ in } A \)
Value \( \ni v ::= \lambda x.t \)

Non-strict Context \( \ni A ::= \Box \mid \text{let } x := t \text{ in } A \)
Strict Context \( \ni E ::= \Box \mid E t \mid \text{let } x := E \text{ in } A \)

Redex \( \ni r ::= v t \mid \text{let } x := v \text{ in } A \mid x \)

Contraction rules:

(I) \( \langle E[(\lambda x.t) t_1], A \rangle \rightarrow \langle E[t], A[\text{let } x := t_1 \text{ in } \Box] \rangle \)
(V) \( \langle E[\text{let } x := v \text{ in } A_1], A \rangle \rightarrow \langle E[v], A[\text{let } x := v \text{ in } A_1] \rangle \)
(L) \( \langle E[x], A \rangle \rightarrow \langle E[\text{let } x := t \text{ in } A_2], A_1 \rangle \)
where \( A = A_1[\text{let } x := t \text{ in } A_2] \)
and \( t \not\in \text{Value} \)

(\(\overline{V}\)) \( \langle E[x], A \rangle \rightarrow \langle E[v], A \rangle \)
where \( A = A_1[\text{let } x := v \text{ in } A_2] \)

\(\mathcal{D} = (I) \cup (V) \cup (L) \cup (\overline{V})\)

Standard one-step reduction:

\(\langle t, A \rangle \rightarrow_g \langle t', A' \rangle \text{ iff } \begin{cases} \text{decomposition:} & t = E[r] \\ \text{recomposition:} & t' = E[t''] \end{cases} \)

Figure 8.6: The decoupled call-by-need \(\lambda\)-calculus

The standard one-step reduction is now defined over a term and a non-strict context:

Definition 55 (reduction-based evaluation). A term \( t \in \Lambda \) reduces to a value \( v \) and a non-strict context \( A \) iff \( \langle t, \Box \rangle \rightarrow^*_g \langle v, A \rangle \) holds, where \( \rightarrow^*_g \) is the reflexive-transitive closure of \( \rightarrow_g \). (See Figure 8.6)

Proposition 56 (full correctness). For any closed \( t \in \Lambda \),

\( t \approx \langle t, \Box \rangle \)

Proof. There exists a lock-step relation over \( \mathcal{C} \) and \( \mathcal{D} \), with no internal transitions. (See Figure 8.17)

8.5.4 Store-based reduction semantics

The reduction semantics of Section 8.5.3 distinguishes between strict and non-strict contexts—strict contexts for guiding computation and non-strict contexts for storing intermediate results. In this section, we accentuate this distinction by interpreting strict contexts as evaluation contexts and by representing non-strict contexts—which, by hygiene, all declare distinct denotables—with a global store. The result is a syntactic theory of the traditional implementation technique for lazy evaluation, the one using memo-thunks in a
Syntax:

\[ \text{Term} \ni t ::= x \mid \lambda x.t \mid t t \mid x := t \]
\[ \text{Value} \ni v ::= \lambda x.t \]
\[ \text{Context} \ni E ::= \Box \mid E t \mid x := E \]
\[ \text{Store} \ni \sigma ::= \epsilon \mid \sigma[x := t] \]
\[ \text{Redex} \ni r ::= v t \mid x := v \mid x \]

Contraction rules:

\[ (I) \quad \langle E[(\lambda x.t) t_1], \sigma \rangle \to \langle E[t], \sigma[x := t_1] \rangle \]
\[ (V) \quad \langle E[x := v], \sigma \rangle \to \langle E[v], \sigma[x := v] \rangle \]
\[ (L) \quad \langle E[x], \sigma \rangle \to \langle E[x := t], \sigma \rangle \]
\[ \quad \text{where } t = \sigma(x) \]
\[ \quad \text{and } t \not\in \text{Value} \]
\[ (\bar{V}) \quad \langle E[x], \sigma \rangle \to \langle E[v], \sigma \rangle \]
\[ \quad \text{where } v = \sigma(x) \]

\[ \mathcal{S} = (I) \cup (V) \cup (L) \cup (\bar{V}) \]

Standard one-step reduction:

\[ \langle t, \sigma \rangle \mathcal{S} \to \langle t', \sigma' \rangle \text{ iff } \]
\[ \begin{cases} \text{decomposition:} & t = E[r] \\ \text{recomposition:} & t' = E[t''] \end{cases} \]

Figure 8.7: The store-based call-by-need \( \lambda \)-calculus

global store. This semantics is displayed in Figure 8.7. The defining difference is that the global store is never delimited. Therefore:

- Undelimiting update expressions (contexts) replace the delimiting strict let expressions (contexts) in the decoupled semantics.

The standard one-step reduction is defined over a term and a store:

**Definition 57** (reduction-based evaluation). A term \( t \in \Lambda \) reduces to a value \( v \) with a store \( \sigma \) iff \( \langle t, \epsilon \rangle \mathcal{S} \to_\Sigma^* \langle v, \sigma \rangle \) holds, where \( \mathcal{S} \) is the reflexive-transitive closure of \( \to_\Sigma \). (See Figure 8.7)

**Proposition 58** (full correctness). For any closed \( t \in \Lambda \),
\[ \langle t, \Box \rangle \mathcal{S} \to_\Sigma \approx \langle t, \epsilon \rangle \]

**Proof.** There exists a lock-step relation over \( \Box \) and \( \mathcal{S} \), with no internal transitions. (See Figure 8.19)

8.5.5 Summary and conclusions

We have presented four lock-step equivalent reduction semantics for call by need:
Corollary 59 (full correctness). For any closed $t \in \Lambda$,

$$t \triangleright_{w} t \triangleright_{w} \langle t, \square \rangle \triangleright_{\psi'} \langle t, \epsilon \rangle$$

Each of these reduction semantics captures a descriptive aspect of call by need: the first one, which is due to Ariola et al., is storeless and the fourth one is store-based and accounts for the traditional implementation technique of using memo-thunks: Figure 8.7 is the implicitly hygienic version of Figure 8.3 which syntactically corresponds to the lazy Krivine machine of Figure 8.2.

8.6 Abstract machines for call-by-need evaluation

In this section, we derive abstract machines from each of the reduction semantics presented in Sections 8.5.2, 8.5.3, and 8.5.4. To this end, we use the syntactic correspondence developed by Biernacka and Danvy [27]. The method consists of a series of program transformations between a reduction-based evaluation function, as typically specified by a reduction semantics, and a reduction-free evaluation function, as typically specified by an abstract machine (see Appendix 8.A.1). We do not display the abstract machine corresponding to the reduction semantics presented in Section 8.5.1 (Ariola et al.’s) because it has already been derived by Danvy et al. [77, Figure 7] and is shown in Figure 7.7.

Following common practice, the reduction semantics of Section 8.5 implicitly assume hygiene in the contraction rules. However, when specifying an abstract machine as the basis for an implementation, the method of ensuring hygiene should be explicit. Mirroring implementation practice, we thread a stream of fresh names with the reduction sequence:

$$X \in \text{FreshNames} = \nu X. \text{Name} \times X.$$  

Each contraction rule therefore inherits and synthesizes this stream.

Following Danvy et al.’s hygiene strategy [77, Section 4.2] as detailed in Section 7.4.2, we choose to rename $\lambda$-bound names when introducing let expressions, thereby enforcing that all let-bound names are distinct. To this end, we modify the (I)-rule of each reduction semantics:

$$(I^{<}) \quad \langle E[(\lambda x.t) t_1], (x', X) \rangle \rightarrow \langle E[t[x/x']], X \rangle$$

$$(I^{\ge}) \quad \langle E[(\lambda x.t) t_1], A, (x', X) \rangle \rightarrow \langle E[t[x/x']], A[let x' = t_1 in \square], X \rangle$$

$$(I)^{\gamma} \quad \langle E[(\lambda x.t) t_1], \sigma, (x', X) \rangle \rightarrow \langle E[t[x/x']], \sigma[x' = t_1], X \rangle$$

For each of our reduction semantics, the syntactic correspondence mechanically yields a reduction-free abstract machine where intermediate steps in the reduction sequence have been deforested away.

8.6.1 Storeless abstract machine

Figure 8.8 displays the abstract machine derived from the storeless reduction semantics of Section 8.5.2. It uses the same definition of terms, values, answer contexts and evaluation contexts. (See Figure 8.5.)

We note that the abstract machine of Figure 8.8 is essentially the same as the abstract machines of Garcia et al. [99] and Danvy et al. [77], which differ only with respect to
Execution starts in a term-configuration with an empty context and proceeds through successive transitions. The stream of fresh names X is threaded through. In the second cont-transition, an actual parameter is delayed in a non-strict let expression. In the second-to-last term-transition, a non-strict let expression is replaced by a strict let expression, thereby forcing the evaluation of its definiens. In the last cont-transition, the evaluation of the definiens has completed and the strict let expression is replaced by a non-strict let expression declaring the resulting value.

Figure 8.8: Storeless machine for call by need

their handling of hygiene. This equivalence arises from two facts: (1) the hereditary compression in the revised semantics is superseded by transition compression of the abstract machine, and (2) even without introducing strict let expressions, their context counterpart must still be represented to guide evaluation in the abstract machine.

**Definition 60** (reduction-free evaluation). A term \( t \in \Lambda \) evaluates to a value in an answer context \( A[v] \) iff

\[
\langle t, \square \rangle \overset{xx'}{\rightarrow}_{\epsilon} \langle A[v] \rangle_{\text{ans}}
\]

holds, where \( \rightarrow^*_{\epsilon} \) is the transitive closure of \( \rightarrow_{\epsilon} \). (See Figure 8.8)

Notationally we use \( \overset{xx'}{\rightarrow}_{\epsilon} \) to express that \( X \) is the input stream and \( X' \) is a suffix of \( X \) obtained after iterating \( \rightarrow_{\epsilon} \).

NB. Assuming the initial term to be a pure \( \lambda \)-term (i.e., to contain no let expressions), we can omit the third and fourth term-transitions. Starting from a pure \( \lambda \)-term, the forms let \( x = t \) in \( t \) and let \( x := t \) in \( E[x] \) are indeed never constructed in the course of execution.

**Proposition 61** (full correctness). For any term \( t \in \Lambda \),

\[
t \overset{*}{\rightarrow}_{\epsilon} A_1[v_1] \iff \langle t, \square \rangle \overset{xx'}{\rightarrow}_{\epsilon} \langle A_2[v_2] \rangle_{\text{ans}}
\]
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where $v_1 =_a v_2$. (In fact, $v_1 = v_2$ if, in the reduction sequence, we pick fresh names according to the stream of fresh names threaded in the abstract machine.)

### 8.6.2 Decoupled abstract machine

Figure 8.9 displays the abstract machine derived from the decoupled reduction semantics of Section 8.5.3. It uses the same definition of terms, values, strict contexts and non-strict contexts. (See Figure 8.6.)

**Definition 62** (reduction-free evaluation). A term $t \in \Lambda$ evaluates to a value $v$ with a non-strict context $A$ iff

$$
\langle t, \Box, \Box \rangle_{\text{term}} \xrightarrow{xX'_{s}}_{g} \langle v, A \rangle_{\text{ans}}
$$

holds, where $\xrightarrow{xX'_{s}}_{g}$ is the transitive closure of $\xrightarrow{X}_{g}$. (See Figure 8.9.)

As in Section 8.6.1, assuming the initial term to be a pure $\lambda$-term, we can omit the third term-transition.

**Proposition 63** (full correctness). For any term $t \in \Lambda$,

$$
\langle t, \Box \rangle \xrightarrow{s}_{g} \langle v_1, A_1 \rangle \iff \langle t, \Box, \Box \rangle_{\text{term}} \xrightarrow{xX'_{s}}_{g} \langle v_2, A_2 \rangle_{\text{ans}}
$$

where $v_1 =_a v_2$. (Again, $v_1 = v_2$ if, in the reduction sequence, we pick fresh names according to the stream of fresh names threaded in the abstract machine.)

### 8.6.3 Store-based abstract machine

Figure 8.10 displays the abstract machine derived from the store-based reduction semantics of Section 8.5.4. It uses the same definition of terms, values, evaluation contexts and stores. (See Figure 8.7.)

**Definition 64** (reduction-free evaluation). A term $t \in \Lambda$ evaluates to a value $v$ with a store $\sigma$ iff

$$
\langle t, \Box, \epsilon \rangle_{\text{term}} \xrightarrow{xX'_{s}}_{g} \langle v, \sigma \rangle_{\text{ans}}
$$

holds, where $\xrightarrow{xX'_{s}}_{g}$ is the transitive closure of $\xrightarrow{X}_{\gamma}$. (See Figure 8.10.)

As in Sections 8.6.1 and 8.6.2, assuming the initial term to be a pure $\lambda$-term, we can omit the third term-transition. The abstract machine then coincides with the lazy Krivine machine in Figure 8.2.

**Proposition 65** (full correctness). For any term $t \in \Lambda$,

$$
\langle t, \epsilon \rangle \xrightarrow{s}_{\gamma} \langle v_1, \sigma_1 \rangle \iff \langle t, \Box, \epsilon \rangle_{\text{term}} \xrightarrow{xX'_{s}}_{g} \langle v_2, \sigma_2 \rangle_{\text{ans}}
$$

where $v_1 =_a v_2$. (One more time, $v_1 = v_2$ if, in the reduction sequence, we pick fresh names according to the stream of fresh names threaded in the abstract machine.)
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\[ \lambda x.t, E, A \mapsto \langle t, \lambda x.t, A \rangle \]

\[ (t_0, t_1, E, A) \mapsto_{\mathcal{S}} \langle t_0, E[\bigcirc t_1], A \rangle \]

\[ \langle x, E, A \rangle \mapsto_{\mathcal{S}} \langle x, E[\bigcirc x], A \rangle \]

\[ \langle \text{let } x := t \text{ in } A_1, E, A \rangle \mapsto_{\mathcal{S}} \langle t, E[\text{let } x := \bigcirc \text{ in } A_1], A \rangle \]

\[ \langle x, E, A \rangle \mapsto_{\mathcal{S}} \langle x, E[\bigcirc x], A \rangle \]

\[ \langle \text{let } x := \bigcirc, v, A \rangle \mapsto_{\mathcal{S}} \langle v, A \rangle \]

\[ \langle E[\bigcirc t_1], \lambda x.t, A \rangle \mapsto_{\mathcal{S}} \langle t[x/x], E[\text{let } x := t_1 \text{ in } \bigcirc] \rangle \]

\[ \langle E[\text{let } x := \bigcirc, v, A] \rangle \mapsto_{\mathcal{S}} \langle E, v, A[\text{let } x := v \text{ in } A_1] \rangle \]

Execution starts in a term-configuration with two empty contexts and proceeds through successive transitions. The stream of fresh names \( X \) is threaded through. In the second cont-transition, an actual parameter is delayed in a non-strict context. In the second-to-last term-transition, a non-strict let expression is replaced by a strict let expression, thereby forcing the evaluation of its definiens. In the last cont-transition, the evaluation of the definiens has completed and the strict let expression is replaced back by a non-strict let expression declaring the resulting value.

Figure 8.9: Decoupled machine for call by need

8.6.4 Summary and conclusions

We have presented three equivalent abstract machines for call by need:

Corollary 66 (full correctness). For any \( t \in \Lambda \),

\[ \uplus \{t, \bigcirc\} \mapsto_{\mathcal{S}} \langle A_1[v_1] \rangle \]

\[ \uplus \{t, \bigcirc, v\} \mapsto_{\mathcal{S}} \langle v_2, A_2 \rangle \]

\[ \uplus \{t, \bigcirc, e\} \mapsto_{\mathcal{S}} \langle v_3, \sigma \rangle \]

where \( v_1 = v_2 = v_3 \).

Each of these abstract machines captures a descriptive aspect of call by need: the two first ones are storeless and the third one is store-based and accounts for the traditional implementation technique of using memo-thunks.

8.7 Natural semantics for call-by-need evaluation

In this section, we derive natural semantics from each of the abstract machines derived in Sections 8.6.2 and 8.6.3. To this end, we use the functional correspondence initiated by Reynolds \([176]\) and developed by Danvy et al. \([5, 17, 61]\). The method consists of a series
Execution starts in a term-configuration with an empty context and an empty store, and proceeds through successive transitions. The store $\sigma$ and the stream of fresh names $X$ are threaded through. In the second cont-transition, an actual parameter is delayed in a thunk. In the second-to-last term-transition, a thunk is forced. In the last cont-transition, a thunk has completed and its result is memoized.

Figure 8.10: Store-based machine for call by need of program transformations between an abstract machine and a natural semantics, as typically specified by a recursive evaluation function in direct style (see Appendix 8.A.2). We do not display the natural semantics corresponding to the storeless abstract machine of Section 8.6.1 because it has already been derived by Danvy et al. [77, Figure 8] and is shown in Figure 7.8.

8.7.1 Decoupled natural semantics

Figure 8.11 displays the natural semantics derived from the abstract machine of Section 8.6.2. It uses the same definition of terms, values and non-strict contexts. (See Figure 8.6.)

We note that the natural semantics of Figure 8.11 is essentially the same as Nakata and Hasegawa’s instrumented natural semantics [152, Figure 7]. The most notable—and yet superficial—difference is that Nakata and Hasegawa retain the entire structure of the evaluation context as part of their structured heaps whereas we only maintain the structure of the non-strict let expressions.

Definition 67 (evaluation). A term $t \in \Lambda$ evaluates to a value $v$ with a non-strict context $A$ iff $\langle t, \Box \rangle \xrightarrow{X} \langle v, A \rangle$ holds. (See Figure 8.11.)

NB. Assuming the initial term to be a pure $\lambda$-term (i.e., to contain no let expressions), we can omit the third rule. Indeed, starting from a pure $\lambda$-term, the form let $x := t$ in $A[x]$ can never be constructed by a derivation.
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\[
\begin{align*}
(\lambda x. t, A) & \xrightarrow{\sigma} (\lambda x. t, A) \\
(t_0, A) & \xrightarrow{x} (\lambda x. t, A') \quad (t[x/x], A'[x_1 = t_1]) \xrightarrow{x} (v, A'') \\
(t_0, t_1, A) & \xrightarrow{x} (v, A') \\
(t, A) & \xrightarrow{x} (v, A) \\
(\text{let } x := t \text{ in } A_1[x], A) & \xrightarrow{x} (v, A'[\text{let } x = v \text{ in } A_1]) \\
A = A_1[\text{let } x = t \text{ in } A_2] & \xrightarrow{x, A} A_1[\text{let } x = v \text{ in } A_2] & \text{where } t \notin \text{ Value} \\
A = A_1[\text{let } x = t \text{ in } A_2] & \xrightarrow{x, A} A_1[\text{let } x = v \text{ in } A_2] \\
\end{align*}
\]

Figure 8.11: Decoupled natural semantics for call by need

\[
\begin{align*}
(\lambda x. t, \sigma) & \xrightarrow{x} (\lambda x. t, \sigma) \\
(t_0, \sigma) & \xrightarrow{x} (\lambda x. t, \sigma') \quad (t[x/x], \sigma'[x = t_1]) \xrightarrow{x} (v, \sigma'') \\
(t_0, t_1, \sigma) & \xrightarrow{x} (v, \sigma'') \\
(t, \sigma) & \xrightarrow{x} (v, \sigma') \\
(\text{let } x := t, \sigma) & \xrightarrow{x} (v, \sigma'[x = v]) \\
\end{align*}
\]

\[
\begin{align*}
t = \sigma(x) & \quad (t, \sigma) \xrightarrow{x} (v, \sigma') \\
(\text{let } x = t, \sigma)[x = v] & \xrightarrow{x, \sigma} (v, \sigma'[x = v]) \\
\end{align*}
\]

\[
\begin{align*}
\text{where } t \notin \text{ Value} \\
\end{align*}
\]

Figure 8.12: Store-based natural semantics for call by need

**Proposition 68** (full correctness). For any term \( t \in \Lambda \),

\[
\langle t, \Box, \Box \rangle \xrightarrow{\text{term}} (v, \mu \text{ans}) \iff \langle t, \Box \rangle \xrightarrow{x} (v, \mu).
\]

8.7.2 Store-based natural semantics

Figure 8.12 displays the natural semantics derived from the abstract machine of Section 8.10. It uses the same definition of terms, values and stores. (See Figure 8.7)

Compared to Launchbury’s [134] and to Marais et al.’s [141], the natural semantics in Figure 8.11 explicitly handles name hygiene. Compared to Sestoft’s [195], its handling
of name hygiene reflects implementational practice. Also, both Launchbury and Sestoft use preprocessed terms, which prevents a direct syntactic comparison.

**Definition 69** (evaluation). A term \( t \in \Lambda \) evaluates to a value \( v \) with a store \( \sigma \) iff \( \langle t, e \rangle ^{X} \psi_{X} \langle v, \sigma \rangle \) holds. (See Figure 8.12.)

As in Section 8.7.1, assuming the initial term to be a pure \( \lambda \)-term, we can omit the third rule.

**Proposition 70** (full correctness). For any term \( t \in \Lambda \),

\[
\langle t, \Box, e \rangle_{\text{term}} \xrightarrow{x^X \psi_{X}} \langle v, \sigma \rangle_{\text{ans}} \iff \langle t, e \rangle ^{X} \psi_{X} \langle v, \sigma \rangle.
\]

### 8.7.3 Summary and conclusions

We have presented two equivalent natural semantics for call-by-need evaluation:

**Corollary 71** (full correctness). For any term \( t \in \Lambda \),

\[
\langle t, \Box \rangle ^{X} \psi_{X} \langle v_{1}, \sigma \rangle \iff \langle t, e \rangle ^{X} \psi_{X} \langle v_{2}, \sigma \rangle
\]

where \( v_{1} =_{a} v_{2} \).

Each of these natural semantics captures a descriptive aspect of call by need: the first one is storeless and the second one is store-based and accounts for the traditional implementation technique of using memo-thunks.

Perhaps surprisingly, Launchbury’s natural semantics is to be found between the decoupled and store-based natural semantics presented here. The store-based semantics differs since it uses a global store whereas Launchbury’s semantics does not. The decoupled semantics more closely connects with Launchbury’s semantics. The fourth rule of Figure 8.11 mirrors Launchbury’s \textit{Variable} rule in that the binding of a denotable is not visible when reducing its definens to a value. In addition, the decoupled semantics extends this restriction to all of the bindings not lexically visible according to the call-by-need \( \lambda_{\text{let}} \)-calculus thereby exposing inherent structure of store. The same can be said about Sestoft’s abstract machine and the abstract machines presented in Section 8.6.2 and 8.6.3.

### 8.8 Extensions

In this section we briefly describe a few common extensions on the \( \lambda \)-calculus. Adding these extensions and applying the equivalence developed here is at the level of an exercise.

#### 8.8.1 Alias optimization

The introduction of a let expression by Rule (I) corresponds to the dynamic allocation of a delayed application frame. In the case of a denotable, this frame can be eliminated akin to tail-call optimization. We refine Rule (I) as:

\[
\langle E[(\lambda x.t) \, x_{1}], X \rangle \rightarrow \langle E[t[x_{1}/x]], X \rangle
\]

\[
\langle E[(\lambda x.t) \, t_{1}], (x', X) \rangle \rightarrow \langle E[\text{let } x' := t_{1} \text{ in } t[x'/x]], X \rangle
\]

where \( t_{1} \notin \text{Name} \)
This optimization leads to a well-known space optimization of the lazy abstract machine [28 51 96].

### 8.8.2 Generalized contraction

Often, a contraction of Rule (I) directly gives rise to a new (I) redex. In this case, the series of applications can be done in one step by generalizing Rule (I):

$$(I)^a \rightarrow (E[\lambda x_1, \cdots, \lambda x_n.t] t_1 \cdots t_n, (x'_1, \cdots, (x'_n, X)))$$

The resulting abstract machine is a lazy version of Krivine’s original abstract machine [128]. (Indeed Krivine’s machine implements generalized beta-reduction whereas what is known as the Krivine machine [51] implements ordinary beta-reduction.)

### 8.8.3 Preprocessing

Alias optimization and generalized contraction can be further exploited if we split the reduction in two phases: a compile-time notion of reduction $R_0$:

$$(E[t_0 t_1, (x, X)] \rightarrow (E[\text{let } x = t_1 \text{ in } t_0 x], X)$$

where $t_1 \not\in \text{Name}$

and a run-time notion of reduction $R_1$ which specializes the rules of $R$ to the sub-grammar of $R_0$-normal forms. Indeed, these preprocessed terms are those used by Launchbury [134 Section 3.1] and such preprocessing can be viewed as compiling to a term-graph representation of terms [24 73].

The global preprocessing of terms invalidates the assumption used to ensure hygiene in Section 8.6. Since preprocessing occurs under $\lambda$-binders, the introduced let-bound names might be duplicated during reduction. Proper hygiene must therefore be ensured by another method, e.g., using explicit substitutions or global renaming.

### 8.8.4 Cyclic terms

All the inter-derivations of Figure 8.1 scale to cyclic structures starting with the mutually recursive letrec as defined by Ariola and Felleisen [12]. We are in the process of proving the lock-step equivalences extended for cyclic terms.

### 8.9 Conclusion and perspectives

We have presented the first operational account of lazy evaluation that connects theory and practice, where theory stands for a purely syntactic account and practice stands for the traditional implementation technique of imperative memo-thunks. This connection reveals a genuine unity of purpose among theoreticians and implementors and opens the door to more interaction.

Our account is simple, structured and systematic (lock-step equivalence, syntactic correspondence, and functional correspondence). As depicted in Figure 8.13, it also connects
Small-step to big-step accounts of call-by-need are shown from top to bottom.

Storeless to store-based accounts of call-by-need are shown from left to right.
8.A Outline of the correspondences

This appendix briefly summarizes the syntactic correspondence and the functional correspondence used in the body of this article to connect reduction semantics, abstract machines and natural semantics. This summary is based on Danvy’s lecture notes at AFP 2008 [61].

8.A.1 The syntactic correspondence

The syntactic correspondence makes it possible to inter-derive the representation of a reduction semantics and the representation of an abstract machine as pure functional programs.

A reduction semantics is defined with a grammar of terms, a notion of normal form, a collection of potential redexes, a partial contraction function (this function is partial because not all potential redexes are actual ones: terms may be stuck), and a reduction strategy that determines a grammar of reduction contexts. The reduction strategy is implemented with a decomposition function that maps a term in normal form to itself and a term not in normal form to a potential redex and its reduction context. The recomposition function is a left fold over a reduction context. One-step reduction of a term which is not in normal form (1) locates the first potential redex in this term according to the reduction strategy by decomposing this term into a potential redex and its reduction context, (2) contracts this redex if it is an actual one, and (3) recomposes the contractum over the reduction context, yielding a reduct. Evaluation is defined as the iteration of one-step reduction: this iteration enumerates the reduction sequence; it is thus reduction-based. Evaluation can become stuck, or yield a term in normal form, or diverge.

From reduction-based evaluation to reduction-free evaluation: The goal of refocusing is to deforest, rather than enumerate, the reducts of a reduction sequence. To this end, each consecutive call to decompose over the result of a call to recompose is replaced by one call to a refocus function that optimally navigates from a reduction site to the next reduction site. The result is a small-step abstract machine.

From small-step to big-step abstract machine: The small-step abstract machine is transformed into a big-step abstract machine using Ohori and Sasano’s lightweight fusion [67, 155].

Transition compression: The corridor transitions of the big-step abstract machine are compressed.
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8.A.2 The functional correspondence

The functional correspondence makes it possible to inter-derive the representation of an evaluation function and the representation of an abstract machine as pure functional programs.

**Lambda-lifting:** If the evaluation function contains scope-sensitive local functions, their free variables become parameters, and the resulting scope-insensitive functions float up to the top-level lexical scope, yielding recursive equations. Lambda-dropping is the left inverse of lambda-lifting.

**Closure conversion:** If the recursive equations are higher-order, i.e., use functions as values, these functions are represented as closures, i.e., pairs of terms and lexical environments. Closure unconversion is the left inverse of closure conversion.

Given a compositional evaluation function implementing a denotational semantics, the result of lambda-lifting and closure conversion is a typical functional program implementing a natural semantics.

**CPS transformation:** All intermediate results are named, their computation is sequentialized (which yields A-normal forms'), and all functions are passed an extra function representing the rest of the computation: the continuation. The result of the transformation is in the eponymous Continuation-Passing Style. The direct-style transformation is the left inverse of the CPS transformation.

**Defunctionalization:** The function space of continuations is partitioned into a sum type. Each introduction of a continuation is transformed into an injection into this sum type, and each elimination of a continuation is transformed into a call to a function dispatching over the sum type. Refunctionalization is the left inverse of defunctionalization.

8.A.3 Synergy

The functional correspondence and the syntactic correspondence synergize because of the concrete coincidence between the data type of evaluation contexts (obtained by defunctionalizing the continuation of the big-step evaluation function) and the data type of reduction contexts (obtained by defunctionalizing the continuation of the small-step reduction function). The abstract connection between reduction order and evaluation order was first pointed out by Plotkin [169].

8.B Lock-step equivalence proofs

This appendix proves lock-step equivalence, as defined in Definition [51], between each of the reduction semantics of Section 8.5.1, 8.5.2, 8.5.3 and 8.5.4. In each of these proofs we define two relations: the first relates the contexts of two semantics, and the second relates the terms of two semantics. The relation on contexts it built such that the relation on terms can be defined in terms of closing contexts, i.e., a context that when plugged with a suitable term will produce a closed term. To this end, the context relation includes sets of names that ensure this property. These sets are orthogonal to the proofs and can
freely be ignored. Since decomposition is deterministic, a reducible term can have only one active redex. Thus, each proof proceeds by case analysis on the grammar of redexes.

8.B.1 Original and revised

The difference between the reduction sequences described by the storeless λlet-calculus (Section 8.5.1) and the revised calculus (Section 8.5.2) is that (A) and (C) contractions are done hereditarily and if a denotable is needed during evaluation this is explicitly visible in the syntax of terms. Therefore, any let expression of the form \( \text{let } x = t_1 \text{ in } t \) where \( t = E[x] \) is converted to a strict let expression \( \text{let } x := t_1 \text{ in } E[x] \) where we know the decomposition property to always hold for the body of the strict let. We characterize this difference in the fourth rule of \( C \) in Figure 8.14 by relating let bindings that have the decomposition property with strict let bindings. The remaining rules simply relate the remaining evaluation-context constructions:

**Definition 72** (Related contexts). An original context \( E \) is related to a revised context \( E' \) iff \( E \xrightarrow{X} Y E' \) where \( X \) is the set of denotables lexically visible from the hole of the contexts and \( Y \) is the set of free variables of the contexts. (See Figure 8.14.)

Using the relation on contexts we state the relation on terms as being any pure term in two related contexts, such that the resulting terms are closed:

**Definition 73** (Related terms). An original term \( t \) is related to a revised term \( t' \) iff \( t \xrightarrow{B} t' \). (See Figure 8.15)

**Proposition 74** (Lock-step relation). The relation \( B \) in Figure 8.15 is a lock-step relation over \( R \) and \( C \) where \( (A) \), \( (C) \) and \( (L) \) are internal transitions.

**Proof.** Let \( t \xrightarrow{R} t' \). Assuming that \( t \xrightarrow{R} \) and \( t \xrightarrow{C} \) are reducible terms, we proceed by case analysis on redexes.

**Case a \( t_1 \) and \( A[v] t_1 \):** By inversion on \( B \):

\[
E^R[\lambda x. t] t_1 B E^C[\lambda x. t] t_1
\]

The left-hand side contracts by a series of internal \( (C) \) transitions followed by a single \( (I) \) transition:

\[
E^R[\lambda x. t] t_1 \xrightarrow{(C)} E^R[\lambda x. t] t_1
\]

and the right-hand side contracts by a single \( (I) \) transition:

\[
E^C[\lambda x. t] t_1 \xrightarrow{(I)} E^C[\lambda x. t] t_1
\]

Here both reducts are related by \( B \). (In this case the contractums are even syntactically the same).
Case let \( x = a \) in \( E_1^R[x] \) and let \( x := A[v] \) in \( E_1^E[x] \):
By inversion on \( B \):

\[
E_1^R[\text{let } x = A[v] \text{ in } E_1^R[x]] \triangleright B E_1^E[\text{let } x := A[v] \text{ in } E_1^E[x]]
\]

The left-hand side contracts by a series of internal (\( A \)) transitions followed by a single (\( V \)) transition:

\[
E^R[\text{let } x = A[v] \text{ in } E_1^R[x]] \rightarrow^* (A) E^R[\text{let } x = v \text{ in } E_1^R[x]] \\
\rightarrow (V) E^R[\text{let } x = v \text{ in } E_1^R[x]]
\]

and the right-hand side contracts by a single (\( V \)) transition:

\[
E^E[\text{let } x := A[v] \text{ in } E_1^E[x]] \rightarrow (V) E^E[\text{let } x = v \text{ in } E_1^E[x]]
\]

Here both reducts are related by \( B \).

Case let \( x = t_1 \) in \( E_1^E[x] \): By inversion on \( B \):

\[
E^R[\text{let } x = t_1 \text{ in } E_1^R[x]] \triangleright B E^E[\text{let } x = t_1 \text{ in } E_1^E[x]]
\]

If \( t_1 \in \text{Value} \) then we have the two contractions:

\[
E^R[\text{let } x = t_1 \text{ in } E_1^R[x]] \rightarrow (V) E^R[\text{let } x = t_1 \text{ in } E_1^R[t_1]] \\
E^E[\text{let } x = t_1 \text{ in } E_1^E[x]] \rightarrow (V) E^E[\text{let } x = t_1 \text{ in } E_1^E[t_1]]
\]

with reducts in \( B \).

If \( t_1 \not\in \text{Value} \) then we have a single internal transition:

\[
E^E[\text{let } x = t_1 \text{ in } E_1^E[x]] \rightarrow (I) E^E[\text{let } x := t_1 \text{ in } E_1^E[x]]
\]

where

\[
E^R[\text{let } x = t_1 \text{ in } E_1^R[x]] \triangleright B E^E[\text{let } x := t_1 \text{ in } E_1^E[x]]
\]

\[\square\]

8. B.2 Revised and decoupled

The difference between the reduction sequences described by the revised calculus (Section 8.5.2) and the decoupled semantics (Section 8.5.3) is that the decoupled semantics has completely separated the non-strict let expressions into a non-strict context. Therefore, in the decoupled semantics, any non-strict let expression is immediately placed outside the evaluation context while preserving the same ordering of non-strict let expressions as in the context-sensitive semantics (Rule 3, Figure 8.16). Strict let expressions can delimit a context in which the bound denotable is needed. To preserve ordering in the decoupled case, the strict let expressions must delimit the non-strict part of the delimited context (Rule 4, Figure 8.16).

Definition 75 (Related contexts). A revised context \( E \) is related to a decoupled context \( \langle E', A \rangle \) iff \( E \in C^X_A \langle E', A \rangle \) where \( X \) is the set of denotables lexically visible from the hole of the contexts and \( Y \) is the set of free variables of the contexts. (See Figure 8.16)
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\[ E \ C^X_Y E' \]
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\[ E[\Box t] \ C^X_{Y,\mathcal{F}(t)\setminus X} E'[\Box t] \]

\[ E[\text{let } x = t \text{ in } \Box] \ C^X_{Y,\mathcal{F}(t)\setminus X} E'[\text{let } x = t \text{ in } \Box] \]

\[ E_1 \ C^X_{Y_1} E'_1 \ E_2 C^X_{Y_2} E'_2 \quad \text{where } x \not\in X_2 \]

\[ E_1[\text{let } x = \Box \text{ in } E_2[x]] \ C^X_{Y_1 \cup (Y_2 \setminus \{x\})} E'_1[\text{let } x = \Box \text{ in } E_2'[x]] \]

\[ \square C^0 \ \square \]

\[ E \ C^X_Y E' \]

\[ E[\Box t] \ B \ E'[\Box t] \]

\[ \square C^0 \ (\Box, \Box) \]

\[ E \ C^X_Y \langle E', A \rangle \]

\[ E[\Box t] \ C^X_{Y,\mathcal{F}(t)\setminus X} \langle E'[\Box t], A \rangle \]

\[ E[\text{let } x = t \text{ in } \Box] \ C^X_{Y,\mathcal{F}(t)\setminus X} \langle E', A[\text{let } x = t \text{ in } \Box] \rangle \]

\[ E_1 \ C^X_{Y_1} \langle E'_1, A_1 \rangle \ E_2 C^X_{Y_2} \langle E'_2, A_2 \rangle \quad \text{where } x \not\in X_2 \]

\[ E_1[\text{let } x = \Box \text{ in } E_2[x]] \ C^X_{Y_1 \cup (Y_2 \setminus \{x\})} \langle E'_1[E_2'[\text{let } x = \Box \text{ in } A_2]], A_1 \rangle \]

\[ \text{Figure 8.14: A lock-step relation on contexts of } \mathcal{R} \text{ and } \mathcal{C} \]

\[ \text{Figure 8.15: A lock-step relation on terms of } \mathcal{R} \text{ and } \mathcal{C} \]

\[ \text{Figure 8.16: A lock-step relation on contexts of } \mathcal{C} \text{ and } \mathcal{D} \]

**Definition 76** (Related terms). A revised term \( t \) is related to a decoupled term and non-strict context \( \langle t', A \rangle \) iff \( t \ B \langle t', A \rangle \). (See Figure 8.17)

**Lemma 77** (Context composition).

If \( E_1 C^X_{Y_1} \langle E_2^\Box, A_1 \rangle \) and \( E_2 C^X_{Y_2} \langle E_2^\Box, A_2 \rangle \) then

\[ E_1^\Box [E_2^\Box] C^X_{Y_1 \cup (Y_2 \setminus \{x\})} \langle E_1^\Box [E_2^\Box], A_1[A_2] \rangle \]

**Proof.** By induction on the (second) derivation of \( C \).
Figure 8.17: A lock-step relation on terms of \(\mathcal{C}\) and \(\varnothing\)

**Proposition 78** (Lock-step relation). The relation \(B\) in Figure 8.17 is a lock-step relation over \(\mathcal{C}\) and \(\varnothing\) with no internal transitions.

**Proof.** Let \(t^E \in B\ \{t^\varnothing, A\}\). Assuming that \(t^E\) and \(\{t^\varnothing, A\}\) are reducible terms, we proceed by case analysis on redexes.

**Case** \(A[v] \ t_1\) and \(v \ t_1\): By inversion on \(B\):

\[
E^E[A[\lambda x.t] \ t_1] \ B \ \langle E^\varnothing[(\lambda x.t) \ t_1], A'[A] \rangle
\]

where \(E^E \ C^E_0 \ \langle E^\varnothing, A' \rangle\). Thus, we can construct

\[
E^E[A] \ C^E_0 \ \langle E^\varnothing, A' [A] \rangle
\]

\[
E^E[A[\text{let } x = t_1 \text{ in } \varnothing]] \ C^E_{\varnothing(x)} \ \langle E^\varnothing, A'[A[\text{let } x = t_1 \text{ in } \varnothing]] \rangle
\]

\[
E^E[A[\text{let } x = t_1 \text{ in } \varnothing]] \ B \ \langle E^\varnothing \ t_1, A'[A[\text{let } x = t_1 \text{ in } \varnothing]] \rangle
\]

which accounts for the pair of (I) reductions:

\[
E^E[A[\lambda x.t] \ t_1] \rightarrow_{(I)} E^E[A[\text{let } x = t_1 \text{ in } \varnothing]] \ B \ \langle E^\varnothing \ t_1, A'[A[\text{let } x = t_1 \text{ in } \varnothing]] \rangle
\]

and these reducts are in \(B\).

**Case** let \(x := A[v] \in E_1[x]\) and let \(x := v \in A_1\): By inversion on \(B\):

\[
E^E[\text{let } x := A[v] \in E_1[x]] \ B \ \langle E^\varnothing[\text{let } x := v \in A_1, A'[A]] \rangle
\]

where there exists an \(E_1^E\) and a \(E_2^\varnothing\) such that \(E^\varnothing = E_1^E[E_2^\varnothing]\) and \(E^E \ C^E_0 \ \langle E_1^E, A' \rangle\) and \(E^E \ C^E_{\varnothing v} \ \langle E_2^\varnothing, A_1 \rangle\) where \(\varnothing \subseteq \varnothing'\). Thus, we can construct:

\[
E^E[A[\text{let } x = v \text{ in } \varnothing]] \ C^E_{\varnothing v} \ \langle E_1^E, A'[A[\text{let } x = v \text{ in } \varnothing]] \rangle
\]

and by Lemma 77

\[
E^E[A[\text{let } x = v \text{ in } E_1^E]] \ C^E_{\varnothing v} \ \langle E_1^E[E_2^\varnothing], A'[A[\text{let } x = v \text{ in } A_1]] \rangle
\]

\[
E^E[A[\text{let } x = v \text{ in } E_1^E]] \ B \ \langle E_1^E[E_2^\varnothing[v]], A'[A[\text{let } x = v \text{ in } A_1]] \rangle
\]

which accounts for the pair of (V) reductions:

\[
E^E[\text{let } x := A[v] \in E_1^E[\text{let } x = v \text{ in } E_1^E[v]]] \ B \ \langle E^\varnothing[\text{let } x := v \text{ in } A_1, A'[A]] \rangle \rightarrow_{(V)} E^\varnothing[v], A'[A[\text{let } x = v \text{ in } A_1]]
\]

and these reducts are in \(B\):

\[
E^E[E_0[\text{let } x = v \text{ in } E_1^E]] \ C^E_0 \ \langle E^\varnothing, A'[A[\text{let } x = v \text{ in } A_1]] \rangle
\]

\[
E^E[E_0[\text{let } x = v \text{ in } E_1^E[v]]] \ B \ \langle E^\varnothing[v], A'[A[\text{let } x = v \text{ in } A_1]] \rangle
\]
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\[
\begin{align*}
\langle \square, \square \rangle & \quad \mathbf{C}_\emptyset \langle \square, \epsilon \rangle \\
\langle E, A \rangle & \quad \mathbf{C}_V^X \langle E', \sigma \rangle \\
\langle E[\square t], A \rangle & \quad \mathbf{C}_{V,(f(x))}^{X} \langle E'[\square t], \sigma \rangle \quad \text{where } t \in \Lambda \\
\langle E', A[\text{let } x = t \text{ in } \square] \rangle & \quad \mathbf{C}_{Y,(f(x))}^{X} \langle E'[\square x = t], \sigma \rangle \\
\langle E', \sigma \rangle \quad \text{where } t \in \Lambda \\
\langle E_1, A_1 \rangle & \quad \mathbf{C}_{Y_1}^{X_1} \langle E'_1, \sigma_1 \rangle \\
\langle E_2, A_2 \rangle & \quad \mathbf{C}_{Y_2}^{X_2} \langle E'_2, \sigma_2 \rangle \quad \text{and } x \notin \text{dom}(\sigma_1) \cup \text{dom}(\sigma_2) \\
\langle E_1[A_2[\text{let } x := \square \text{ in } A_2]], A_1 \rangle & \quad \mathbf{C}_{Y_1,(Y_2 \cup \{x\})}^{X_1} \langle E_1'[E_2'[x := \square]], \sigma_1[\sigma_2[x = t]] \rangle \\
\end{align*}
\]

Figure 8.18: A lock-step relation on contexts of $\mathcal{D}$ and $\mathcal{S}$

**Case** \(x = t \in E_1[x]\) and \(x\): 
By inversion on \(\mathcal{B}\):

\[
E'^\mathcal{E}[\text{let } x = t_1 \text{ in } E_1[x]] \mathcal{B} E'^\mathcal{E}[x, A[\text{let } x = t_1 \text{ in } A_1]]
\]

where there exists an \(E'^\mathcal{E}_1, E'^\mathcal{E}_2\) such that \(E'^\mathcal{E} = E'^\mathcal{E}_1[\text{let } x = t_1 \text{ in } A_1]\),

\(E'^\mathcal{E} \mathcal{C}_V^X \langle E'^\mathcal{E}_1, A \rangle\), and \(E'^\mathcal{E} \mathcal{C}_V^X \langle E'^\mathcal{E}_2, A_1 \rangle\) where \(Y' \subseteq X\).

If \(t_1 \in \text{dom}\) then we have a pair of \((\mathcal{V})\) contractions:

\[
\begin{align*}
E'^\mathcal{E}[\text{let } x = t_1 \text{ in } E_1[x]] & \xrightarrow{\mathcal{V}} E'^\mathcal{E}[x, A[\text{let } x = t_1 \text{ in } A_1]] \\
\langle E'^\mathcal{E}[x, A[\text{let } x = t_1 \text{ in } A_1]] \rangle & \xrightarrow{\mathcal{V}} \langle E'^\mathcal{E}[t_1], A[\text{let } x = t_1 \text{ in } A_1] \rangle
\end{align*}
\]

with reducts in \(\mathcal{B}\).

If \(t_1 \notin \text{dom}\) then we have a pair of \((\mathcal{L})\) contractions:

\[
\begin{align*}
E'^\mathcal{E}[\text{let } x = t_1 \text{ in } E_1[x]] & \xrightarrow{\mathcal{L}} E'^\mathcal{E}[x, A[\text{let } x = t_1 \text{ in } A_1]] \\
\langle E'^\mathcal{E}[x, A[\text{let } x = t_1 \text{ in } A_1]] \rangle & \xrightarrow{\mathcal{L}} \langle E'^\mathcal{E}[t_1], A[\text{let } x = t_1 \text{ in } A_1], A \rangle
\end{align*}
\]

and by the above properties we have that the reducts are in \(\mathcal{B}\):

\[
\begin{align*}
E'^\mathcal{E}[\text{let } x := \square \text{ in } E_1'[x]] & \mathcal{C}_V^X \langle E_1'[E_2'[\text{let } x := \square \text{ in } A_1]], A \rangle \\
E'^\mathcal{E}[\text{let } x := t_1 \text{ in } E_1'[x]] & \mathcal{B} \langle E'^\mathcal{E}[\text{let } x := t_1 \text{ in } A_1], A \rangle
\end{align*}
\]

\(\square\)

8.B.3 Decoupled and store-based

The difference between the reduction sequences described by the decoupled semantics (Section 8.5.3) and the store-based semantics (Section 8.5.4) is that the store-based semantics “forgets” the internal structure of non-strict contexts, i.e., non-strict contexts become an unstructured store. Therefore, in the store-based semantics, bindings in the store must have unique names (Rule 3 and 4, Figure 8.18), and since they are never removed (as is done for non-strict lets) any update expression must have a corresponding binding in the store (Rule 4, Figure 8.18).
\[
\langle E[A] \rightleftharpoons_C^X \langle E', \sigma \rangle \quad \text{where } t \in \Lambda \text{ and } \text{fv}(t) \subseteq X
\]

Figure 8.19: A lock-step relation on terms of \( \mathcal{D} \) and \( \mathcal{S} \)

**Definition 79** (Related contexts). A decoupled context \( \langle E, A \rangle \) is related to a store-based context \( \langle E', \sigma \rangle \) iff \( \langle E, A \rangle \rightleftharpoons_C^X \langle E', \sigma \rangle \) where \( X \) is the set of denotables lexically visible from the hole of the contexts and \( Y \) is the set of free variables of the contexts. (See Figure 8.18.)

**Definition 80** (Related terms). A decoupled term and non-strict context \( \langle t, A \rangle \) is related to a store-based term and store \( \langle t', \sigma \rangle \) iff \( \langle t, A \rangle \rightleftharpoons_B \langle t', \sigma \rangle \). (See Figure 8.19.)

**Proposition 81** (Lock-step relation). The relation \( B \) in Figure 8.19 is a lock-step relation over \( \mathcal{D} \) and \( \mathcal{S} \) with no internal transitions.

*Proof.* Let \( \langle t^\mathcal{D}, A \rangle \rightleftharpoons_B \langle t^\mathcal{S}, \sigma \rangle \). Assuming that \( \langle t^\mathcal{D}, A \rangle \) and \( \langle t^\mathcal{S}, \sigma \rangle \) are reducible terms, we proceed by case analysis on redexes.

**Case** \( \nu t_1 \) and \( \nu t_1 \): By inversion on \( B \):

\[
\langle E^\mathcal{D}[\lambda x. t], A \rangle \rightleftharpoons_B \langle E^\mathcal{S}[\lambda x. t], \sigma \rangle
\]

which gives rise to a pair of \((I)\) contractions with reducts in \( B \).

**Case** let \( x := \nu \) in \( A_1 \) and \( x := \nu \): By inversion on \( B \):

\[
\langle E^\mathcal{D}[let x := \nu in A_1], A \rangle \rightleftharpoons_B \langle E^\mathcal{S}[x := \nu], \sigma \rangle
\]

which gives rise to a pair of \((V)\) contractions with reducts in \( B \).

**Case** \( x \) and \( x \): By inversion on \( B \):

\[
\langle E^\mathcal{D}[x], A \rangle \rightleftharpoons_B \langle E^\mathcal{S}[x], \sigma \rangle
\]

which gives rise to a pair of \((L)\) or \((\bar{V})\) contractions with reducts in \( B \).

\( \square \)
Chapter 9

The inter-derivation of graph rewriting, reduction, and evaluation


Abstract

We inter-derive two prototypical styles of graph reduction: reduction machines à la Turner and graph rewriting systems à la Barendregt et al. To this end, we adapt Danvy et al.’s mechanical program derivations from the world of terms to the world of cyclic graphs. We also outline how to inter-derive a third style of graph reduction: a graph evaluator.

9.1 Introduction

Graph reduction [215] is a key subject in the specification and implementation of functional programming languages. As such, there is a need for models of graph reduction to reason about the semantics of functional languages. To this end, two general approaches have been developed: the theory of term-graph rewriting to specify functional languages as described by Barendregt et al. [24] and the practice of graph-reduction machines to implement functional languages as pioneered by Turner [209]. Both approaches give rise to semantic descriptions of their own. The semantics are constructed separately, possess different properties and are used for different purposes. Often, however, the language theoretician has the need for an efficient implementation and the language implementer
has the use of a more abstract model. The problem then arises of relating such semantics, as exemplified for \( \lambda \)-terms and for Landin’s SECD machine by Plotkin \cite{plotkin1986evaluating,plotkin1988sequentialization,plotkin1987semantics}.

We are motivated to consider this problem in the setting of graphs since graph reduction is closer than term reduction to the actual implementations of modern functional languages \cite{plotkin1988sequentialization}. Despite this closer relation, the two approaches have yet to be fully connected. Our approach to this problem is to mechanically inter-derive graph rewriting à la Barendregt and reduction machines à la Turner. In doing so we maintain an explicit connection between the two semantic artifacts.

Our domain of discourse is the applicative language of \( S, K, I \) and \( Y \) combinators with no extensions as defined by the equations:

\[
S \ x \ y \ z = x \ z \ (y \ z), \quad K \ x \ y = x, \quad I \ x = x, \quad \text{and} \quad Y \ x = x \ (Y \ x).
\]

where application is left-associative juxtaposition. Making application explicit with the binary operator \( A \), the left-hand side of the equation for \( S \) is: \( A \ (A \ (S, x), y), z \). The series of applications from the root of such a term to the leftmost combinator, in this case \( S \), is called the spine of the term.

This article extends our TFP article \cite{plotkin1988sequentialization} to account for cyclic terms. Cyclic terms enable sharing of locally-recursive subgraphs. In the case of \( Y \), this sharing is due to the self-reference of the contractum.

9.1.1 Rewriting à la Barendregt

The work of Barendregt et al. \cite{barendregt1993rewriting} provides an account of term-graph rewriting as an adaptation of term rewriting that includes the notion of graph reduction. Among other things, this work is used to model sharing \cite{plotkin1988sequentialization,plotkin1987semantics} and to aid language implementation \cite{plotkin1986evaluating,plotkin1988sequentialization}, and is part of the foundational work on graph reduction \cite{plotkin1987semantics}.

We briefly exemplify Barendregt et al.’s work with a graph rewriting system for the language of \( S, K, I \) and \( Y \). For a more elaborate presentation, we refer readers to the original work \cite{barendregt1993rewriting}. An expression is given by a labelled directed graph over the function symbols \( F = \{ S, K, I, Y, A \} \). A graph is defined by a set of nodes \( N \); a label function \( \text{lab} : N \to F \) mapping nodes to labels; and a partial successor function \( \text{succ} : N \to N \times N \) from nodes to child nodes. In our case, \( \text{succ} \) is defined on exactly the nodes with label \( A \), which denotes an application, and it produces the operator and operand of the application. A rewrite rule is a triple \( \langle g, r, r' \rangle \), where the first component is a graph, and the second and third are nodes, named respectively the ‘left root’ and the ‘right root’. A rewrite will in part consist of redirecting the left root to the right root. The rewrite rules for \( I, K, S \) and \( Y \) are written below using Barendregt et al.’s notation for graphs and rewriting rules \cite{barendregt1993rewriting} Section 4.4]. Note that \( + \) is used to combine graphs, possibly resulting in a disconnected graph.

\[
\begin{align*}
\text{I-rule:} & \quad \langle r : A(I,x), \ r, \ x \rangle, \\
\text{K-rule:} & \quad \langle r : A(A(K,x),y), \ r, \ x \rangle, \\
\text{S-rule:} & \quad \langle r : A(A(A(S,x),y),z) + r' : A(A(x,z),A(y,z)), \ r, \ r' \rangle, \\
\text{Y-rule:} & \quad \langle r : A(Y,x) + r' : A(x,r'), \ r, \ r' \rangle.
\end{align*}
\]

A rule of the form \( \langle g, r, r' \rangle \) is said to be a redex of a graph \( \hat{g} \) rooted at \( \hat{r} \) if there is a morphism, \( f \), that preserves both labels and successors and maps the subgraph of \( g \) rooted at \( r \) to \( \hat{\hat{g}} \). In other words, \( f \) must be able to construct \( \hat{\hat{g}} \) by filling in placeholders in \( r \) and appending the result to some other graph (possibly the empty graph). Rewriting is
performed in three steps: given a redex \( (g, r, r') \), (1) build a copy of \( r' \), sharing any nodes contained in \( r \); (2) redirect all occurrences of \( r \) to the copy of \( r' \); and (3) garbage-collect all nodes that are no longer accessible from \( \hat{r} \), which could itself be redirected from \( r \) to \( r' \). As usual, a graph is said to be in normal form if no redex exists.

### 9.1.2 Reduction à la Turner

By adapting graph reduction to Combinatory Logic, Turner created a convenient and efficient target for the implementation of functional languages \[209\]. He did so by cleverly combining the simple reduction mechanism of Combinatory Logic with graph reduction. A considerable body of work has since followed this path in the form of alternative translation techniques \[40\], different sets of combinators \[116\], concurrent and parallel extensions \[38\] \[139\] and alternative reduction machines \[39\] \[120\] \[126\] \[159\] \[160\], representing the current state of the art in functional-language implementations.

Turner’s scheme operated by first translating \( \lambda \)-terms to a graph built with a set of basic combinators amounting to the assembly language of the reduction machine. The reduction machine executes by unwinding the spine of the graph while maintaining an ‘ancestor stack’. When a left-hanging atom (a leaf node) is encountered at the end of the spine, the machine applies the contraction rule for this atom. The contraction itself is implemented in terms of a graph transformation, where the arguments are made available through the ancestor stack. By unwinding to the left, the machine implements normal-order reduction, where combinators are reduced with possibly unevaluated arguments. However, for primitive operations, such as addition, the arguments must first be fully evaluated. This requires unwinding to the right while taking special care in representing and manipulating the ancestor stack. Since the language considered here does not have such primitive operations, we instead normalize to full normal form. In contrast, functional-language implementations will typically reduce to weak head normal form. Full normalization ensures reduction under right branches, which incidentally accounts for the operations needed to support primitive operations that are strict in their arguments.

### 9.1.3 On term rewriting, reduction, and evaluation

Languages defined by terms\(^1\) in the form of abstract-syntax trees have received considerable attention with respect to specifications, implementations and their interconnections. Interconnecting such semantic artifacts is often done by methods tailored to the concrete semantics under consideration. Such methods may provide elegant calculational connections \[117\], but these connections are provided on a case-by-case basis. An alternative approach is to mechanically inter-derive semantic artifacts by program transformations \[62\]. The correctness of the connection then follows as a corollary of the correctness of the individual transformations, where the calculations have been done generically once and for all. The derivational approach we consider here has successfully been used to connect a wide range of artifacts and to reflect changes made to one in the other \[29\] \[63\] \[65\] \[68\] \[76\] \[77\].

---

\(^1\)Terms are directed acyclic graphs where a node can have at most one parent.
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9.1.4 On graph rewriting, reduction, and evaluation

Previous work has developed a systematic method to derive abstract machines from calculi for languages defined by terms.¹ In this article we consider languages defined by graphs.² The use of graphs raises two issues: the representation includes self-referential graphs; and the interpretation involves sharing-preserving modification by means of copying or assignment. In consideration of these issues, we present the derivation of a reduction machine from a graph rewriting system. We do so by adapting the methods used in the setting of term rewriting and evaluation to the new setting of graph reduction. Our work hinges on the fact that each inter-derived semantic artifact gives rise to the same trace of successive contractions: the inter-derivation acts only on the ‘functional glue’ between each contraction. We illustrate the method by deriving a reduction machine for the language of S, K, I and Y combinators as the direct result of a series of mechanical program transformations on a graph rewriting system for the same language. Our presentation focuses on the foundational aspects of graph reduction, and we will not be treating any issues related to high-performance reduction machines and language implementation. Our contribution is to connect the graph rewriting system for S, K, I and Y à la Barendregt with the reduction machine for S, K, I and Y à la Turner.

Prerequisites. All of the semantic specifications are presented as implementations in Core Standard ML with additional use of references to account for the implementation of the formal rewriting axioms. Readers acquainted with Standard ML or a related functional language are equipped to follow the presentation. The reader should be familiar with the derivational approach of Danvy et al.,¹ in particular refocusing, lightweight fusion, defunctionalization and the CPS transformation. Some prior experience with Combinatory Logic, term rewriting, graph rewriting and reduction machines would come handy and can be obtained from many sources.

Overview. The rest of this article is structured as follows. In Section 9.2, we begin by presenting a reduction machine for the language of S, K, I and Y combinators that closely matches the original presentation of Turner. Then we take the calculus of S, K, I and Y combinators in the style of Barendregt et al. and implement a full graph rewriting system in Section 9.3. To this end, we start from a simple specification of the rewriting strategy and derive a full rewriting system implementation where we have made explicit all of the implicit operations of such a system, using the same data types as in Section 9.2. With the graph rewriting system as a starting point, in Section 9.4, we systematically derive the reduction machine of Section 9.2 presenting all intermediate transformations. Finally, in Section 9.5, we consider further transformations to the reduction machine and compare the results with other known artifacts. We conclude in Section 9.6. The complete derivation, along with tests, can be found on the author’s home page (www.zerny.dk/on-graph-rewriting.html).

9.2 Graph reduction

In this section, we present a reduction machine à la Turner in the form of a state transition system. We start with the type for graphs. A graph is a reference to a node that can either

---

¹Graphs are directed cyclic graphs where a node can have more than one parent.
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(* stack * graph -> unit *)
fun setptr (EMPTY, g) = ()
  | setptr (PUSH (r as ref (A (_, g1)), _), g) = r := A (g, g1)
  | setptr (MARK (r as ref (A (g0, _)), _), g) = r := A (g0, g)

(* graph * stack -> graph *)
fun unwind (g as ref (A (g0, g1)), gs) = unwind (g0, PUSH (g, gs))
  | unwind (g as ref (C a), gs) = apply (a, g, gs)

(* atom * graph * stack -> graph *)
and apply (I, _, PUSH (r as ref (A (_, x)), gs)) = (setptr (gs, x);
  unwind (x, gs))
  | apply (K, _, PUSH (r as ref (A (_, x)), gs)) = (r := A (ref (C I), x);
    setptr (gs, x); unwind (x, gs))
  | apply (S, _, PUSH (r as ref (A (_, x)),
    PUSH (r as ref (A (_, y)),
    PUSH (r as ref (A (_, z)), gs)))) = (r := A (ref (A (x, z)), ref (A (y, z)));
    unwind (r, gs))
  | apply (Y, _, PUSH (r as ref (A (_, x)), gs)) = (r := A (x, r);
    unwind (r, gs))
  | apply (_, g, gs) = continue (gs, g)

(* stack * graph -> graph *)
and continue (EMPTY, g) = g
  | continue (PUSH (g as ref (A (_, g1)), gs), _) = unwind (g1, MARK (g, gs))
  | continue (MARK (g, gs), _) = continue (gs, g)

(* graph -> graph *)
fun normalize g = unwind (g, EMPTY)

Figure 9.1: Reduction machine for S, K, I and Y à la Turner

be an atom, corresponding to a basic combinator, or an application of two graphs. We define graphs with the following ML data types, where the label of a node is represented by an ML reference, i.e., a location in memory:

datatype atom = I | K | S | Y
datatype node = C of atom | A of graph * graph
withtype graph = node ref
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In order to reduce the right branch of a graph, we need to store information such that the state can be re-established after completing the reduction of the branch. We choose to specify the abstract reduction machine as a traditional state-transition system and thus cannot recursively unwind on the right branch as Turner does. Instead, we mark the ancestor stack, and when completing reduction on the right branch we pop the mark and re-establish the previous ancestor stack. By marking the stack, we separate the arguments of each function application. More on the various techniques for managing the spine stack can be found in Peyton Jones’s treatise [159]. Our stack scheme gives rise to the following data type:

```plaintext
datatype stack
= EMPTY
| PUSH of graph * stack
| MARK of graph * stack
```

Figure 9.1 displays the entire reduction machine as a state transition system with three functions unwind, apply and continue that implement the operations described in Section 9.1.2. The auxiliary procedure setptr rewire the top of stack pointer. One issue arises when reducing K. The machine cannot globally replace the top most application node with the graph given by x. Only the top of stack can be rewired and any other reference will continue to point to the same K-redex. Instead, following Turner [209, p. 43], an indirection node is installed in the form of an application of I to x, and the machine proceeds to rewire the top of stack to point at x. It is the process of reducing Yx that produces cyclic graphs. The result of the reduction is the application of the argument to the application itself. This cyclic graph represents the infinite expansion of applications of the argument: x(x(x(...))).

9.3 Graph rewriting

In this section we develop an implementation that is faithful to the graph rewriting system à la Barendregt as described in Section 9.1.1. We do so by investigating each of the required steps in turn, making explicit the algorithms and data structures involved following the style and terminology of Danvy et al. [61, 62].

We start by reusing the data type of graphs from the previous section. For any instance of type graph, we can construct unique maps for

```plaintext
lab : graph → F
succ : graph → graph × graph
```

and ML references aptly account for a set of unique node identifiers. Thus, the implementation faithfully accounts for a graph.

The rewriting system consists of two parts: the rewriting rules specify how to rewrite the graph (Section 9.3.1); and the rewriting strategy specifies what to rewrite (Section 9.3.2).

9.3.1 Rewriting rules

In this section we implement the rewriting rules of the system. Remember that graph rewriting consisted of three phases: building, redirecting and garbage collection. We omit the treatment of garbage collection and simply rely on the underlying run-time system of Standard ML to collect unreachable graphs.
As described in Section 9.1.1, we have four rules: one for each of I, K, S and Y. For each rule, we have a corresponding constructor in the data type \texttt{redex}:

\begin{verbatim}
datatype redex
  = RED_I of graph * graph (* (r, x) *)
  | RED_K of graph * graph * graph (* (r, x, y) *)
  | RED_S of graph * graph * graph * graph (* (r, x, y, z) *)
  | RED_Y of graph * graph (* (r, x) *)
\end{verbatim}

Each constructor provides the structure reachable from the ‘left root’ of the redex triple. Having found a redex, it is to be redirected, or contracted, to form the resulting graph. For redirecting nodes we use two auxiliary procedures: \texttt{replace} that in-place updates the contents of an application node, and \texttt{rewire} that redirects a single reference in the immediate context. Their definitions are:

\begin{verbatim}
(* graph * graph * graph -> graph *)
fun replace (g, gl, gr) = (g := A (gl, gr); g)

(* context * graph -> graph *)
fun rewire (CTX_MT, g) = g
| rewire (CTX_L (g, gr, k), gl) = (g := A (gl, gr); gl)
| rewire (CTX_R (g, gl, k), gr) = (g := A (gl, gr); gr)
\end{verbatim}

The rewriting axioms are implemented by the \texttt{contract} function:

\begin{verbatim}
(* redex -> graph *)
fun contract (RED_I (r, x), k) = rewire (k, x)
| contract (RED_K (r, x, y), k) = (replace (r, ref (C I), x); rewire (k, x))
| contract (RED_S (r, x, y, z), k) = replace (r, ref (A (x, z)), ref (A (y, z)))
| contract (RED_Y (r, x), k) = replace (r, x, r)
\end{verbatim}

For an I-redex, we have nothing to build and simply rewire the root to \(x\). For a K-redex, we likewise have nothing to build and proceed to rewire the root to \(x\). As noted in Section 9.2, the root of K is an application node and we cannot simply overwrite it with \(x\). Instead, we replace it with an indirection node and only rewire the immediate reference to the root. For an S-redex, we construct nodes for the parts not shared between the left and right root of the rewrite rule and then replace the root application with the newly constructed nodes. For a Y-redex, we replace the root application with the application of the argument to the root itself, thereby constructing a cyclic term. Note that \texttt{contract}, which implements the rewriting axioms, is an impure and total function: impure since effects are used for in-place rewriting, and total since contraction is defined on all redexes and as such does not give rise to stuck graphs.

### 9.3.2 Rewriting strategy

In this section we implement the rewriting strategy for the system. Following recent work by Danvy et al. [76], we define the rewriting strategy via a compositional search function over the term language, in our case graphs. We then derive a decomposition algorithm by which we can specify the rewriting system in the style of a reduction semantics [89].
Compositional search. The leftmost-outermost rewriting strategy considered here is a depth-first left-to-right search through the graph. We implement this strategy as a function that maps a reducible graph to the first potential redex in the reduction sequence or, if the graph is in normal form, to itself:

```
datatype redex_or_nf
    = REDEX of redex
    | NF of graph
```

The search is carried out with a straight recursive descent on the graph according to the rewriting strategy. While descending the search maintains an ancestor list containing ancestors and right-siblings. Applications are first searched to the left, pushing the ancestor and sibling on the list. If no redex is found, the search continues to the right. When a combinator is found, its arguments are found in the ancestor list. If the combinator is fully applied a redex is returned. Otherwise, the combinator is not reducible and its subgraph is therefore in normal form:

```
(* graph * (graph * graph) list -> redex_or_nf *)
fun search_graph1 (g as ref (C a), gs) = (case (a, gs) of
    (I, (g0, x) :: gs) => REDEX (RED_I (g0, x))
  | (K, (g0, x) :: (g1, y) :: gs) => REDEX (RED_K (g1, x, y))
  | (S, (g0, x) :: (g1, y) :: (g2, z) :: gs) => REDEX (RED_S (g2, x, y, z))
  | (Y, (g0, x) :: gs) => REDEX (RED_Y (g0, x))
  | (a, gs) => NF g)
| search_graph1 (g as ref (A (gl, gr)), gs) = (case search_graph1 (gl, (g, gr) :: gs) of
    REDEX red => REDEX red
  | NF gl => (case search_graph1 (gr, []) of
    REDEX red => REDEX red
  | NF gr => NF g))

(* graph -> redex_or_nf *)
fun search1 g = search_graph1 (g, [])
```

Due to the Y combinator, graphs can contain cycles. The search function is therefore partial.

Continuation-passing style transformation. Next we CPS transform the search function to obtain a tail-recursive search function with a higher-order encoding of the search context:

```
(* graph * (graph * graph) list * (redex_or_nf -> 'a) -> 'a *)
fun search_graph2 (g as ref (C a), gs, k) = (case (a, gs) of
    (I, (g0, x) :: gs) => k (REDEX (RED_I (g0, x)))
  | (K, (g0, x) :: (g1, y) :: gs) => k (REDEX (RED_K (g1, x, y)))
```
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\[
| (S, (g_0, x) :: (g_1, y) :: (g_2, z) :: gs) \\
| \Rightarrow k (REDEX (RED_S (g_2, x, y, z))) \\
| (Y, (g_0, x) :: gs) \\
| \Rightarrow k (REDEX (RED_Y (g_0, x))) \\
| (a, gs) \\
| \Rightarrow k (NF g))
\]

\[
| \text{search\_graph}_2 (g \text{ as ref} \ (A (g_l, g_r)), gs, k) \\
= \text{search\_graph}_2 (g_l, (g, g_r) :: gs, \\
\hspace{1em} \text{fn REDEX red} \\
\hspace{2em} \Rightarrow k (REDEX red) \\
\hspace{2em} | \text{NF g} \\
\hspace{3em} \Rightarrow \text{search\_graph}_2 (g_r, [], \\
\hspace{4em} \text{fn REDEX red} \\
\hspace{5em} \Rightarrow k (REDEX red) \\
\hspace{5em} | \text{NF g} \\
\hspace{6em} \Rightarrow k (NF g)))
\]

(* graph -> redex_or_nf *)

\[
\text{fun search}_2 g = \text{search\_graph}_2 (g, [], \text{fn x => x})
\]

**Defunctionalization.** We then defunctionalize the continuations to obtain a first-order representation of the search context. The CPS search function constructs continuations at three distinct sites:

1. The initial continuation, with no free variables.
2. The continuation when searching to the left, with free variables for the current graph, its right subgraph and the current continuation.
3. The continuation when searching to the right, with free variables for the current graph and the current continuation.

We represent defunctionalized continuations by the data type cont with a constructor for each of the continuations:

\[
\text{datatype cont} \\
\hspace{0.5em} = C0 \\
\hspace{1em} | C1 \text{ of graph * graph * cont} \\
\hspace{1em} | C2 \text{ of graph * cont}
\]

A defunctionalized continuation is now applied with search\_cont\_3 where the free variables are supplied by the cont data type:

\[
(* \text{cont} -> \text{redex\_or\_nf} -> \text{redex\_or\_nf} *)
\]

\[
\text{fun search\_cont}_3 \text{ C0} \\
\hspace{0.5em} = (\text{fn x => x}) \\
\hspace{1em} | \text{search\_cont}_3 (C1 (g, gr, k)) \\
\hspace{2em} = (\text{fn REDEX red} \\
\hspace{3em} \Rightarrow \text{search\_cont}_3 k (REDEX red) \\
\hspace{4em} | \text{NF g} \\
\hspace{5em} \Rightarrow \text{search\_graph}_3 (gr, [], C2 (g, k))) \\
\hspace{1em} | \text{search\_cont}_3 (C2 (g, k)) \\
\hspace{2em} = (\text{fn REDEX red} \\
\hspace{3em} \Rightarrow \text{search\_cont}_3 k (REDEX red) \\
\hspace{4em} | \text{NF g} \\
\hspace{5em} \Rightarrow \text{search\_cont}_3 k (NF g))
\]

\[
(* \text{graph} * (\text{graph} * \text{graph}) \text{ list} * \text{cont} -> \text{redex\_or\_nf} *)
\]

\[
\text{and search\_graph}_3 (g \text{ as ref} \ (A a), gs, k) \\
\hspace{0.5em} = \text{case a, gs} \\
\hspace{1em} \text{of (I, (g_0, x) :: gs)}
\]
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=> search_cont_3 k (REDEX (RED.I (g0, x)))
| (K, (g0, x) :: (g1, y) :: gs) => search_cont_3 k (REDEX (RED.K (g1, x, y)))
| (S, (g0, x) :: (g1, y) :: (g2, z) :: gs) => search_cont_3 k (REDEX (RED.S (g2, x, y, z)))
| (Y, (g0, x) :: gs) => search_cont_3 k (REDEX (RED.Y (g0, x)))
| (a, gs) => search_cont_3 k (NF g))
| search_graph_3 (g as ref (A (gl, gr)), gs, k)
= search_graph_3 (gl, (g, gr) :: gs, C1 (g, gr, k))

(* graph -> redex_or_nf *)
fun search_3 g = search_graph_3 (g, [], C0)

Notice how each case of search_cont_3 is defined simply as the corresponding continuation from the CPS search function, replacing the nested continuation in C1 by the defunctionalized continuation C2.

Uncurrying. The defunctionalized search function is in curried form and each call site is fully applied. We uncurry it to eliminate higher-order functions entirely:

(* cont * redex_or_nf -> redex_or_nf *)
fun search_cont_4 (C0, x) = x
| search_cont_4 (C1 (g, gr, k), REDEX red) = search_cont_4 (k, REDEX red)
| search_cont_4 (C1 (g, gr, k), NF gl) = search_graph_4 (gr, [], C2 (g, k))
| search_cont_4 (C2 (g, k), REDEX red) = search_cont_4 (k, REDEX red)
| search_cont_4 (C2 (g, k), NF gr) = search_cont_4 (k, NF g)

(* graph * (graph * graph) list * cont -> redex_or_nf *)
and search_graph_4 (g as ref (C a), gs, k) = (case (a, gs)
of (I, (g0, x) :: gs)
  => search_cont_4 (k, REDEX (RED.I (g0, x)))
  | (K, (g0, x) :: (g1, y) :: gs)
  => search_cont_4 (k, REDEX (RED.K (g1, x, y)))
  | (S, (g0, x) :: (g1, y) :: (g2, z) :: gs)
  => search_cont_4 (k, REDEX (RED.S (g2, x, y, z)))
  | (Y, (g0, x) :: gs)
  => search_cont_4 (k, REDEX.Y (g0, x)))
  | (a, gs)
  => search_cont_4 (k, NF g))
| search_graph_4 (g as ref (A (gl, gr)), gs, k)
= search_graph_4 (gl, (g, gr) :: gs, C1 (g, gr, k))

(* graph -> redex_or_nf *)
fun search_4 g = search_graph_4 (g, [], C0)

Simplification. We notice that redexes are final results of the search function:

Property 82 (redexes are final). For an any continuation k : cont and redex red : redex, search_cont_4(k, REDEX red) = REDEX red.
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**Proof.** By induction on \( k : \text{cont} \).

With this property we simplify the search function:

\[
\begin{align*}
\text{(\text{cont} \ast \text{graph} \to \text{redex}\_\text{or}\_\text{nf})} & \\
\text{fun} \quad \text{search\_cont}_5 (C0, g) & = \text{NF} \ g \\
& | \text{search\_cont}_5 (C1 (g, gr, k), gl) = \text{search\_graph}_5 (gr, [[], C2 (g, k))] \\
& | \text{search\_cont}_5 (C2 (g, k), gr) = \text{search\_cont}_5 (k, g)
\end{align*}
\]

\[
\begin{align*}
\text{(\text{graph} \ast (\text{graph} \ast \text{graph}) \text{list} \ast \text{cont} \to \text{redex}\_\text{or}\_\text{nf})} & \\
\text{and} \quad \text{search\_graph}_5 (g \text{ as ref (C a)), gs, k}) &= \text{(case} \ a, gs) \text{ of} \ I, (g0, x) :: gs) \\
& => \text{REDEX} \ (\text{RED}\_I (g0, x)) \\
& | K, (g0, x) :: (g1, y) :: gs) => \text{REDEX} \ (\text{RED}\_K (g1, x, y)) \\
& | S, (g0, x) :: (g1, y) :: (g2, z) :: gs) => \text{REDEX} \ (\text{RED}\_S (g2, x, y, z)) \\
& | Y, (g0, x) :: gs) => \text{REDEX} \ (\text{RED}\_Y (g0, x)) \\
& | a, gs) => \text{search\_cont}_5 (k, g) \\
& | \text{search\_graph}_5 (g \text{ as ref (A (gl, gr)), gs, k}) \ = \text{search\_graph}_5 (gl, (g, gr) :: gs, C1 (g, gr, k))
\end{align*}
\]

\[
\begin{align*}
\text{(\text{graph} \to \text{redex}\_\text{or}\_\text{nf})} & \\
\text{fun} \quad \text{search}_5 g = \text{search\_graph}_5 (g, [\], C0)
\end{align*}
\]

Also, at any point of the search, the ancestor list can be constructed from the defunctionalized continuations:

**Property 83** (ancestor list from continuation). For any \( gs : (\text{graph} \ast \text{graph}) \text{list} \) and \( k : \text{cont} \), at any point in the search: \( gs = k2ls(k) \), given by the total translation on defunctionalized continuations:

\[
\begin{align*}
\text{(\text{cont} \to (\text{graph} \ast \text{graph}) \text{list})} & \\
\text{fun} \quad k2ls (C0) &= [\] \\
& | k2ls (C1 (g, gr, k)) = (g, gr) :: k2ls k \\
& | k2ls (C2 (g, k)) = [\]
\end{align*}
\]

**Proof.** Holds for initial calls to \( \text{search\_graph}_5 \) and is preserved by \( \text{search\_graph}_5 \).

Indeed, the ancestor list is used last-in first-out and thus behaves like Turner’s ancestor stack. With this property we further simplify the search, replacing all uses of the ancestor list with corresponding uses of the defunctionalized continuations:

\[
\begin{align*}
\text{(\text{cont} \ast \text{graph} \to \text{redex}\_\text{or}\_\text{nf})} & \\
\text{fun} \quad \text{search\_cont}_6 (C0, g) &= \text{NF} \ g \\
& | \text{search\_cont}_6 (C1 (g, gr, k), gl) = \text{search\_graph}_6 (gr, C2 (g, k)) \\
& | \text{search\_cont}_6 (C2 (g, k), gr) = \text{search\_cont}_6 (k, g)
\end{align*}
\]

\[
\begin{align*}
\text{(\text{graph} \ast \text{cont} \to \text{redex}\_\text{or}\_\text{nf})} & \\
\text{and} \quad \text{search\_graph}_6 (g \text{ as ref (C a)), k}) &= \text{(case} \ a, k) \text{ of} \ I, C1 (g0, x, k')
\end{align*}
\]
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\[ \Rightarrow \text{REDEX (RED} .I (g0, x) ) \]
\[ | \text{(K, C1 (g0, x, C1 (g1, y, k')))} \]
\[ \Rightarrow \text{REDEX (RED} .K (g1, x, y) ) \]
\[ | \text{(S, C1 (g0, x, C1 (g1, y, C1 (g2, z, k'))))} \]
\[ \Rightarrow \text{REDEX (RED} .S (g2, x, y, z) ) \]
\[ | \text{(Y, C1 (g0, x, k'))} \]
\[ \Rightarrow \text{REDEX (RED} .Y (g0, x) ) \]
\[ | \text{(a, k)} \]
\[ \Rightarrow \text{search\_cont}_6 (k, g) \]
\[ | \text{search\_graph}_6 (g \text{ as ref (A (gl, gr), k)}) \]
\[ = \text{search\_graph}_6 (gl, C1 (g, gr, k)) \]

Redex in context. Finally, let us make the search function return not just the redex of a reducible graph but also the associated context of that redex, represented by the defunctionalized continuation. Together, the redex and its associated context form a decomposition of the graph changing the return type of search:

\[
\text{datatype decomposition\_or\_nf} \\
= \text{DEC of redex * cont} \\
| \text{NF of graph}
\]

The context we are interested in is that at the root of the redex, therefore we pair the redex with \( k' \) and not \( k \):

\[
\begin{align*}
\text{fun search\_cont}_7 (C0, g) &= \text{NF g} \\
| \text{search\_cont}_7 (C1 (g, gr, k), gl) &= \text{search\_graph}_7 (gr, C2 (g, k)) \\
| \text{search\_cont}_7 (C2 (g, k), gr) &= \text{search\_cont}_7 (k, g)
\end{align*}
\]

Decomposition. The derived search function implements the decomposition of a reducible graph into a redex and its reduction context. The defunctionalized continuations
coincide with the reduction contexts in the sense of a reduction semantics. To make this clear, we rename cont to context and give the constructors descriptive names:

```ml
datatype context = CTX_MT
| CTX_L of graph * graph * context
| CTX_R of graph * graph * context
```

Here, CTX_L marks a traversal on the left subgraph, where we store current graph (the ancestor) along with its right subgraph (the sibling). Likewise, we store the current graph for CTX_R but not the right subgraph since it is not used when deconstructing the context. We could dispense with the right subgraph in CTX_L, since it is indirectly accessible through the ancestor graph. This context representation and its use is reminiscent of the zipper technique for traversing data structures in functional programs [115].

To reflect its purpose, we rename search to decompose:

```ml
(* context * graph -> decomposition_or_nf *)
fun decompose_context (CTX_MT, g) = NF g
| decompose_context (CTX_L (g, gr, k), gl) = decompose_graph (gr, CTX_R (g, gl, k))
| decompose_context (CTX_R (g, gl, k), gr) = (g := A (gl, gr); decompose_context (k, g))
```

(* graph * context -> decomposition_or_nf *)

```ml
and decompose_graph (g as ref (C a), k)
= (case (a, k)
of (I, CTX_L (g0, x, k'))
=> DEC (RED_I (g0, x), k')
| (K, CTX_L (g0, x, CTX_L (g1, y, k'))))
=> DEC (RED_K (g1, x, y), k')
| (S, CTX_L (g0, x, CTX_L (g1, y, CTX_L (g2, z, k'))))
=> DEC (RED_S (g2, x, y, z), k')
| (Y, CTX_L (g0, x, k'))
=> DEC (RED_Y (g0, x), k')
| (a, k)
=> decompose_context (k, g))
| decompose_graph (g as ref (A (gl, gr)), k) = decompose_graph (gl, CTX_L (g, gr, k))
```

(* graph -> decomposition_or_nf *)

```ml
fun decompose g = decompose_graph (g, CTX_MT)
```

Recall that the search function, and thus this derived decomposition function, is a pure partial function.

**Recomposition.** After decomposing a graph and contracting the redex, we need to recreate the graph. Since contraction actually modifies the graph in place, recomposing is simply finding the root of the graph:

```ml
(* context * graph -> graph *)
fun recompose (CTX_MT, g)
= g
| recompose (CTX_L (g, gr, k), gl) = recompose (k, g)
| recompose (CTX_R (g, gl, k), gr) = recompose (k, g)
```

Recomposition is a pure total function.
The inter-derivation of graph rewriting, reduction, and evaluation

**One-step reduction.** We implement one-step reduction as the process of decomposing, contracting and recomposing:

```haskell
(* graph -> graph *)
fun reduce g
    = (case decompose g
        of NF g' => g'
        | DEC (red, k) => recompose (k, contract (red, k)))
```

This reduction maps a normal form to itself and a reducible graph to its reduct:

This one-step reduction is an impure partial function, since contraction is effectful and decomposition can diverge on circular graphs.

**Normalization.** We implement normalization as the iteration of one-step reduction. The iteration implements normal-order reduction, which is known to terminate with a normal form should one exist. This result generalizes to the setting of graphs since normal-order reduction in Combinatory Logic is hypernormalizing [24]. Normalization is implemented by the following definitions:

```haskell
(* decomposition_or_nf -> graph *)
fun iterate0 (NF g) = g
    | iterate0 (DEC (red, k)) = iterate0 (decompose (recompose (k, contract (red, k))))

(* graph -> graph *)
fun normalize0 g = iterate0 (decompose g)
```

This reduction-based normalization proceeds by enumerating each reduct in the reduction sequence:

Normalization is an impure partial function, since contraction is effectful, decomposition can diverge on circular graphs, and furthermore, the normalization process might diverge if the graph has no normal form. In other accounts of graph reduction these two forms of partiality can be distinguished. The partiality of decomposition corresponds to “black holes” or observable self-reference, whereas the partiality of normalization corresponds to the usual notion of diverging computation.

This concludes our implementation of the graph rewriting system. For each step, we have done no more than make explicit the operations that are implicit in the abstract account – remaining faithful to the calculus à la Barendregt.
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9.4 Connecting graph rewriting and graph reduction

With the graph rewriting system of Section 9.3 as our starting point, we successively submit it to the program transformations of Biernacka and Danvy’s syntactic correspondence [28, 29] lifted to the level of graphs. For an overview of the program transformations we refer to the work of Danvy et al. [61, 62, 76].

Refocusing. Our first step is to refocus the reduction-based normalization from the previous section. Refocusing avoids repeated decomposition and recomposition, in effect deforesting the intermediate results. The result is a reduction-free normalization function that directly finds the next redex without first navigating to the root of the graph.

![Diagram showing graph rewriting process]

As mentioned in the previous section, recomposition is a pure total function and decomposition is a pure partial function. Thus their composition is a pure partial function. In particular, so is their deforested composition: side effects are only used for the formal rewriting axioms of the system and are confined to contract. Thus the refocusing transformation acts only on the 'functional glue' between each contraction. The deforested composition we choose is due to Danvy and Nielsen [71], which simply consists in continuing the decomposition at the contraction site. In other words, refocus_1 is an alias for decompose_graph. The result is an abstract machine iterating contraction and refocusing. More precisely, as displayed in Figure 9.2 it is a small-step abstract machine with refocus_1 (which is pure) and then contract (which is impure) as the transition function and a 'driver loop', iterate_1.

Contraction unfolding. We then unfold contract into iterate_1, resulting in the function iterate_2, which dispatches on the redex of a decomposition with one case per contraction rule:
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(* context * graph -> graph *)
fun refocus_context3 (CTX_MT, g)
  = iterate3 (NF g)
| refocus_context3 (CTX_L (g, gr, k), gl)
  = refocus_graph3 (gr, CTX_R (g, gl, k))
| refocus_context3 (CTX_R (g, gl, k), gr)
  = refocus_context3 (k, g)

(* graph * context -> graph *)
and refocus_graph3 (g as ref (C a), k)
  = (case [a, k]
      of (I, CTX_L (g0, x, k'))
      => iterate3 (DEC (RED_I (g0, x), k'))
    | (K, CTX_L (g0, x, CTX_L (g1, y, k')))
      => iterate3 (DEC (RED_K (g0, x, g1, y), k'))
    | (S, CTX_L (g0, x, CTX_L (g1, y, CTX_L (g2, z, k'))))
      => iterate3 (DEC (RED_S (g2, x, y, z), k'))
    | (Y, CTX_L (g0, x, k'))
      => iterate3 (DEC (RED_Y (g0, x), k'))
    | (a, k)
      => refocus_context3 (k, g)
   | refocus_graph3 (g as ref (A (gl, gr)), k)
     = refocus_graph3 (gl, CTX_L (g, gr, k))

(* decomposition_or_nf -> graph *)
and iterate3 (NF g)
  = g
  | iterate3 (DEC (RED_I (r, x), k))
    = refocus_graph3 (rewire (k, x), k)
  | iterate3 (DEC (RED_K (r, x, y), k))
    = (replace (r, ref (C I), x);
        refocus_graph3 (rewire (k, x), k))
  | iterate3 (DEC (RED_S (r, x, y, z), k))
    = iterate3 (DEC (RED_Y (r, x), k))
    = iterate3 (DEC (RED_Y (r, x), k))
  | iterate3 (DEC (RED_Y (r, x), k))
    = iterate3 (DEC (RED_Y (r, x), k))

(* graph -> graph *)
fun normalize3 g
  = refocus_graph3 (g, CTX_MT)

Figure 9.3: Big-step abstract machine obtained by lightweight fusion

(* decomposition_or_nf -> graph *)
fun iterate2 (NF g)
  = g
  | iterate2 (DEC (RED_I (r, x), k))
    = iterate2 (refocus2 (rewire (k, x), k))
  | iterate2 (DEC (RED_K (r, x, y), k))
    = (replace (r, ref (C I), x);
        iterate2 (refocus2 (rewire (k, x), k)))
  | iterate2 (DEC (RED_S (r, x, y, z), k))
    = iterate2 (replace (r, ref (A (x, z)), ref (A (y, z))), k)
  | iterate2 (DEC (RED_Y (r, x), k))
    = iterate2 (replace (r, ref (A (x, z)), ref (A (y, z))), k)
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(* context * graph -> graph *)
fun refocus_context4 (CTX_MT, g) = g
  | refocus_context4 (CTX_L (g, gr, k), gl) = refocus_graph4 (gr, CTX_R (g, gl, k))
  | refocus_context4 (CTX_R (g, gl, k), gr) = refocus_context4 (k, g)

(* graph * context -> graph *)
and refocus_graph4 (g as ref (C a), k) = (case (a, k) of
  (I, CTX_L (g0, x, k')) => refocus_graph4 (rewire (k', x), k')
  | (K, CTX_L (g0, x, CTX_L (g1, y, k')))) => (replace (g1, ref (C I), x);
    refocus_graph4 (rewire (k', x), k'))
  | (S, CTX_L (g0, x, CTX_L (g1, y, CTX_L (g2, z, k')))) => refocus_graph4 (replace (g2, ref (A (x, z)),
    ref (A (y, z))), k')
  | (Y, CTX_L (g0, x, k')) => refocus_graph4 (replace (g0, x, g0), k')
  | (a, k) => refocus_context4 (k, g)
  | refocus_graph4 (g as ref (A (gl, gr)), k) = refocus_graph4 (gl, CTX_L (g, gr, k))

(* graph -> graph *)
fun normalize4 g = refocus_graph4 (g, CTX_MT)

Figure 9.4: Reduction machine obtained by transition compression

Lightweight fusion. By lightweight fusion [67][155] of iterate2 and refocus2 (as defined by decompose_graph and decompose_context) we transform the small-step abstract machine into a big-step abstract machine in the sense that the functions iterate3, refocus_graph3, and refocus_context3 have become transition functions, as shown in Figure 9.3. Here refocus_graph3 is the composition of iterate2 and decompose_graph, while refocus_context3 is the composition of iterate2 and decompose_context that directly calls iterate3 instead of returning to the caller.

Compression of corridor transitions. We proceed to compress the corridor transitions, meaning we inline any call with a uniquely known target. For example, the call iterate3(NF g) is known to be handled by the first case in iterate3, and we therefore replace it with g. Completing this process we obtain the code in Figure 9.4 where the iteration process has been completely inlined.

Notice how similar the machine of Figure 9.4 is to the reduction machine of Section 9.2 in Figure 9.1. The two are in fact the same where:

- refocus_graph4 coincides with unwind where apply has been inlined;
- refocus_context4 coincides with continue;
- the type context coincides with stack where the right graph component in CTX_L is obtained indirectly via the graph root; and
- rewire coincides with setptr, and the definition of replace has been inlined.
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Thus we have directly derived Turner’s reduction machine from an implementation of Barendregt et al.’s graph rewriting system, using a series of simple and mechanical program transformations. This derivation is significant in two ways: (1) it connects Turner’s reduction machine and Barendregt et al.’s graph rewriting system, which is new; and (2) it shows that Biernacka and Danvy’s syntactic correspondence scales to term-graph rewriting, which is also new.

9.5 Towards graph evaluation

In this section, we briefly investigate whether Reynolds’s functional correspondence [5], which further connects abstract machines and evaluators for terms, can supply a counterpart for reduction machines and evaluators for graphs.

The reduction machine of Section 9.2 is not in defunctionalized form [69,70]. Each of refocus_context₄, refocus_graph₄, and our utility procedure rewire deconstructs the data type of contexts. In order to refunctionalize the machine, there must be only a single procedure deconstructing the data type of contexts. To obtain a reduction machine that is in defunctionalized form, we reintroduce the ancestor list we eliminated in Section 9.3.2. In particular, we represent each context by a list of ancestors, corresponding to a series of CTX_L’s, and a stack context, corresponding to the occurrence of a CTX_R, to mark a traversal on a right subgraph. The stack context is defined as:

```plaintext
datatype stack_context
  = INIT
  | FRAME of graph * graph * (graph * graph) list * stack_context
```

The translation from contexts into pairs of ancestor lists and stack contexts is:

**Property 84** (context to ancestor list and stack contexts). For any \( k : \text{context} \), \( \text{split} \ k = (\text{gs}, \text{sk}) \) where the translation is defined by:

```plaintext
fun split (CTX_MT)
  = ([], INIT)
| split (CTX_L (g, gr, k))
  = let val (gs, sk) = split k
      in ((g, gr) :: gs, sk)
  end
| split (CTX_R (g, gl, k))
  = let val (gs, sk) = split k
      in ([], FRAME (g, gl, gs, sk))
  end
```

This translation has a uniquely determined inverse and thus forms a bijection between the two context representations. In addition, we must move the rewiring on CTX_R into the frame case of refocus_context₅, since any call to rewire on a right frame will become a call to rewire on an empty stack followed by a transition to refocus_context₅ from refocus_graph₅. Using this translation, we replace each occurrence of the context with its translation:

---

3 Compared to the previous machine, this placement of rewire can result in an additional but harmless assignment that replaces the contents of a cell by itself, e.g., in the case of refocus_graph₅(ref (C S), [], k).
9.6 Conclusion and perspectives

We have presented the first mechanical inter-derivation of graph rewriting, graph reduction and graph evaluation for cyclic graphs, extending previous work in the context of directed acyclic graphs [222]. Based on the restrictive use of side effects, this derivation adapts Biernacka and Danvy’s syntactic correspondence to the setting of graphs as opposed to terms. Furthermore, this work illustrates how recent developments in the construction of a reduction semantics can be applied to graphs as well as to terms [76]. In so doing, we
have connected the graph rewriting systems of Barendregt et al. to the graph reduction machines of Turner.

We have considered a simple setting: Combinatory Logic with just the basic combinators S, K, I and Y. However, in our experience, the derivation techniques scale and have subsequently been successfully applied to both more formal and more involved graph rewriting systems, e.g., equational theories for graph rewriting [72], the call-by-need λ-calculus [77], and the spineless tagless G-machine [167]. Combined, these works shows how different reduction machines can be derived from different graph rewriting systems and it is our experience that the derivation techniques help in understanding their differences. Furthermore, the techniques provide the possibility of incrementally refining either of the semantic artifacts such that the refinements are reflected constructively in the derived semantic counterparts.
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Figure 9.5: Graph evaluator in continuation-passing style
9.6 Conclusion and perspectives

(* graph * (graph * graph) list -> (graph * graph) list * graph *)
fun refocus_graph, (g as ref (C a), gs) =
  (case (a, gs)
      of (I, (g0, x) :: gs')
        => refocus_graph, (rewire' (gs', x), gs')
    | (K, (g0, x) :: (g1, y) :: gs')
        => (replace (g1, ref (C I), x);
            refocus_graph, (rewire' (gs', x), gs'))
    | (S, (g0, x) :: (g1, y) :: (g2, z) :: gs')
        => refocus_graph, (replace (g2, ref (A (x, z)),
            ref (A (y, z))), gs')
    | (Y, (g0, x) :: gs')
        => refocus_graph, (replace (g0, x, g0), gs')
    | (a, gs)
        => (gs, g))
  | refocus_graph, (g as ref (A (gl, gr)), gs)
    => refocus_graph, (gl, (g, gr) :: gs)

(* graph -> graph *)
fun normalize, g =
  let fun init ([], g) = g
      | init ((g, gr) :: gs, gl) =
        let fun frame (g0, gs0, ([], gr))
            = (g := A (gl, gr); (gs0, g0))
        in init (frame (g0, gs0, (g, gr) :: gs, gl))
        end
      in init (frame (g, gs, refocus_graph, (gr, [])))
  end
in init (refocus_graph, (g, []))
end

Figure 9.6: Graph evaluator in direct style
Chapter 10

Three syntactic theories for combinatory graph reduction

This chapter will appear in [74]: Olivier Danvy and Ian Zerny. Three syntactic theories for combinatory graph reduction. ACM Transactions on Computational Logic, 2013.


Abstract

We present a purely syntactic theory of graph reduction for the canonical combinators S, K, and I, where graph vertices are represented with evaluation contexts and let expressions. We express this first syntactic theory as a storeless reduction semantics of combinatory terms. We then factor out the introduction of let expressions to denote as many graph vertices as possible upfront instead of on demand. The factored terms can be interpreted as term graphs in the sense of Barendregt et al. We express this second syntactic theory, which we prove equivalent to the first, as a storeless reduction semantics of combinatory term graphs. We then recast let bindings as bindings in a global store, thus shifting, in Strachey’s words, from denotable entities to storable entities. The store-based terms can still be interpreted as term graphs. We express this third syntactic theory, which we prove equivalent to the second, as a store-based reduction semantics of combinatory term graphs. We then refocus this store-based reduction semantics into a store-based abstract machine. The architecture of this store-based abstract machine coincides with that of Turner’s original reduction machine. The three syntactic theories presented here therefore properly account for combinatory graph reduction As We Know It.

These three syntactic theories scale to handling the Y combinator. This article therefore illustrates the scientific consensus of theoreticians and implementors about graph reduction: it is the same combinatory elephant.
10. Three syntactic theories for combinatory graph reduction

10.1 Introduction

In the mid-1990s Ariola, Felleisen, Maraist, Odersky, and Wadler \[15\] presented a purely syntactic theory for the call-by-need \(\lambda\)-calculus. In retrospect, their key insight was to syntactically represent ‘def-use chains’ for identifiers with evaluation contexts. For example, here is one of their contraction rules:

\[
(\lambda x.E[x])v \rightarrow (\lambda x.E[v])v
\]

In the left-hand side, an identifier, \(x\), occurs (i.e., is ‘used’) in the eye of an evaluation context, \(E\): its denotation is therefore needed\(^1\). This identifier is declared (i.e., is ‘defined’) in a \(\lambda\)-abstraction that is applied to a (syntactic) value \(v\). In the right-hand side, \(v\) hygienically replaces \(x\) in the eye of \(E\). There may be other occurrences of \(x\) in \(E\): if another such one is needed later in the reduction sequence, this contraction rule will intervene again—it implements memoization.

In this article, we take a next logical step and present a purely syntactic theory of graph reduction for the canonical combinators \(S\), \(K\) and \(I\):

\[
S f g x = f x (g x) \quad K x y = x \quad I x = x
\]

Our key technique is to syntactically represent def-use chains for graph vertices using evaluation contexts and let expressions declaring unique references. For example, the traditional specification of \(K\) as \(K t_1 t_0 = t_1\), for any terms \(t_0\) and \(t_1\), does not account for sharing of subterms before and after contraction. In contrast, our specification does account for sharing, algebraically:

\[
\begin{align*}
\text{let } x_2 &= K \text{ in } E_2[\text{let } x_1 = x_2 t_1 \text{ in } E_1[\text{let } x_0 = x_1 t_0 \text{ in } E_0[\text{let } x_0 \text{ in } E_0]])] \quad \rightarrow \quad & \text{let } x_2 = K \text{ in } E_2[\text{let } x_3 = t_1 \text{ in } E_1[\text{let } x_0 = x_2 x_3 \text{ in } E_1[\text{let } x_0 = x_3 \text{ in } E_0[\text{let } x_0 \text{ in } E_0]])] \\
\text{where } x_3 & \text{ is fresh}
\end{align*}
\]

This contraction rule should be read inside-out:

- In the left-hand side, i.e., in the redex, a reference, \(x_0\), occurs in the eye of an evaluation context: its denotation is therefore needed. The definiens of \(x_0\) is the application of a second reference, \(x_1\), to a term \(t_0\): the denotation of \(x_1\) is therefore also needed. The definiens of \(x_1\) is the application of a third reference, \(x_2\), to a term \(t_1\): the denotation of \(x_2\) is therefore also needed. The definiens of \(x_2\) is the \(K\) combinator.
- In the right-hand side, i.e., in the contractum, a fresh (and thus unique) reference, \(x_3\), is introduced to denote \(t_1\): it replaces the application of \(x_1\) to \(t_0\). Reducing the \(K\) combinator is thus achieved (1) by creating a fresh reference to \(t_1\) to share any subsequent reduction in \(t_1\)\(^2\) and (2) by replacing the reference to the application \(x_1 t_0\) by \(x_3\).

\(^1\)The notation \(E[t]\) stands for a term that decomposes into a reduction context, \(E\), and a subterm, \(t\).
\(^2\)References ensure sharing of subterms: they are uniquely defined, but they can have many uses. References can be freely duplicated, but what they refer to, i.e., their denotation, is not duplicated and is thus shared.
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There may be other occurrences of $x_0$ in $E_0$: if another such one is needed later in the reduction sequence, this contraction rule for K will not intervene again—it’s result has been memoized.

In Section 10.2, we fully specify our syntactic theory of combinatorial graph reduction as a reduction semantics, and we then apply the first author’s programme \[61, 62\] to derive the first storeless abstract machine for combinatorial graph reduction, in a way similar to what we recently did for the call-by-need $\lambda$-calculus \[77\].

Our syntactic theory introduces let expressions for applications on demand. In Section 10.3, we preprocess source terms by introducing let expressions upfront for all source applications, and we present the corresponding reduction semantics and storeless abstract machine. We show that the preprocessed terms can be interpreted as Barendregt et al.’s term graphs \[24\].

In Section 10.4, we map the explicit let bindings for graph vertices to implicit bindings in a global store. Still, terms can be interpreted as term graphs. Again, we present the corresponding store-based reduction semantics and store-based abstract machine. This store-based abstract machine essentially coincides with Turner’s original graph-reduction machine \[209\]. This coincidence provides an independent, objective bridge between the modern theory of combinatorial graph reduction with term graphs and its classical computational practice with reduction machines.

**Prerequisites and notations** We expect an elementary awareness of the S, K and I combinators and how combinatory terms can be reduced to head normal form, either in principle (as a formal property in Combinatory Logic \[22\]) or in practice (as a stack-based graph-reduction machine \[159, 209\]). We also assume a basic familiarity with the format of reduction semantics and abstract machines as can be gathered, e.g., in the first author’s lecture notes at AFP 2008 \[61\]; and with the concept of term graphs, as pedagogically presented in Blom’s PhD dissertation \[33\]. In particular, we use the terms ‘reduction context’ and ‘evaluation context’ interchangeably.

For a notion of reduction $R$ defined with a set of contraction rules, we define the contraction of a redex $r$ into a contractum $t$ as $(r, t) \in R$. We use $\rightarrow_R$ for the compatible closure of $R$, and $\twoheadrightarrow_R$ for the transitive-reflexive closure of $\rightarrow_R$. A term $t$ is in $R$-normal form ($R$-nf) if $t$ does not contain a redex of $R$.

**Pictorial overview**

<table>
<thead>
<tr>
<th></th>
<th>terms</th>
<th>graphs</th>
<th>store</th>
</tr>
</thead>
<tbody>
<tr>
<td>reduction semantics</td>
<td>Section 10.2.1</td>
<td>Section 10.3.1</td>
<td>Section 10.4.1</td>
</tr>
<tr>
<td>abstract machine</td>
<td>Section 10.2.2</td>
<td>Section 10.3.2</td>
<td>Section 10.4.2</td>
</tr>
<tr>
<td>compressed abstract machine</td>
<td>Section 10.2.3</td>
<td>Section 10.3.3</td>
<td>Section 10.4.3</td>
</tr>
</tbody>
</table>

**10.2 Three inter-derivable semantic artifacts for storeless combinatorial graph reduction**

Our starting point is the following grammar of combinatory terms:

$$t ::= I \mid K \mid S \mid t \ t$$

So a combinatory term is a combinator or a combination, i.e., the application of a term to another term.
We embed this grammar into a grammar of terms where sub-terms can be referred to through let expressions and where a program \( p \) is a term \( t \) denoted by a reference whose denotation is needed:

\[
t ::= I \mid K \mid S \mid t \mid let \ x = t \ in \ x
\]

\[
p ::= let \ x = t \ in \ x
\]

In this grammar, a term is a combinatory term (i.e., a combinator or a combination), the declaration of a reference to a term in another term, or the occurrence of a declared reference. Initially, a program contains only one let expression: the outer one, whose definiens is a let-less combinatory term.

In our experience, however, there is a better fit for the contraction rules, namely the following sub-grammar where a denotable term is an original combinatory term or a term that generalizes the original program into declarations nested around a declared reference:

\[
p ::= let \ x = d \ in \ x
\]

\[
d ::= I \mid K \mid S \mid d \mid t
\]

\[
t ::= let \ x = d \ in \ t \mid x
\]

This grammar of terms excludes terms with let expressions whose body is a combinator or a combination. Again, initially, a program contains only one let expression.

At this point, it would be tempting to define reduction contexts to reflect how references are needed in the reduction process:

Reduction Context \( \ni E ::= [ ] \mid let \ x = d \ in \ E \mid let \ x = E d \ in E[x] \)

The constructor “let \( x = d \ in \ E \)” accounts for the recursive search for the innermost reference in a term. The constructor “let \( x = E d \ in E[x] \)” accounts for the need of intermediate references.

In our experience, however, there is a better grammatical fit for contexts, namely one which separates the search for the innermost reference in a term and the subsequent construction that links needed references to their declaration, i.e., usage to definition. The former gives rise to delimited reduction contexts and the latter to def-use chains:

Reduction Context \( \ni E ::= [ ] \mid let \ x = d \ in E \)

Def-use Chain \( \ni C ::= [ ] \mid let \ x = [ ] d \ in E[C[x]] \)

We are not alone to appreciate this grammatical fit: in their abstract machine for the call-by-need \( \lambda \)-calculus [44], Chang et al. also segment their control stack according to the current \( \lambda \)-binders to connect uses and definitions.

### 10.2.1 A reduction semantics

A reduction semantics is a small-step operational semantics [171] with an explicit representation of the reduction context. Its components are an abstract syntax, a grammar of reduction contexts, a collection of axioms (contraction rules) to map a redex into a contractum, a decomposition function mapping a value term into itself and a non-value term into a redex and its reduction context, and a recomposition function mapping a contractum and a reduction context into a reduct. With these components, one can define a one-step reduction function enumerating the reduction sequence. This reduction function
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(1) decomposes a non-value term into a redex and its reduction context, (2) contracts this redex into a contractum\(^3\) and (3) recomposes this contractum and this reduction context into the next redex in the reduction sequence. Let us specify each of these components: abstract syntax and reduction contexts, axioms, recomposition, and decomposition.

Here is the full definition of the syntax:

\[
\begin{align*}
\text{Program} \ni p & := \text{let } x = d \text{ in } x \\
\text{Denotable Term} \ni d & := I \mid K \mid d d \mid t \\
\text{Term} \ni t & := \text{let } x = d \text{ in } t \mid x \\
\text{Reduction Context} \ni E & := [ ] \mid \text{let } x = d \text{ in } E \\
\text{Def-use Chain} \ni C & := [ ] \mid \text{let } x = [ ] d \text{ in } E[C[x]]
\end{align*}
\]

Initially, a program contains only one let expression: the outer one. Reduction contexts reflect the recursive search for the innermost reference in a term. While returning from this search, def-use chains are constructed to connect each reference whose denotation is needed with its declaration site. We abbreviate let \(x = [ ] d\) in \(E[C[x]]\) as \(x, d, E\cdot C\) and we write \(\Pi_0 = (x, d, E)\cdot C\) as short hand for \((x_n, d_n, E_n)\cdot \ldots (x_0, d_0, E_0)\cdot C,\) and \(|C|\) for the length of \(C\), so that \(|\Pi_0 = (x, d, E)\cdot C| = n + 1.\)

**Axioms (i.e., contraction rules)** Figure 10.1 displays the axioms. Each of \((I), (K)\) and \((S)\) is much as \((K)\) was described in Section 10.1 with the addition of the inner def-use chain: it carries out a particular rearrangement while preserving sharing through common references.\(^4\)

In the left-hand side of \((comb)\), a reference, \(x_0,\) occurs in the eye of the current def-use chain, \(C:\) its denotation is therefore needed. Its definiens is a combination of two denotable terms, \(d_0\) and \(d_1.\) In the right-hand side, a fresh reference, \(x_1,\) is introduced to denote \(d_0.\) This fresh reference extends the current def-use chain for \(d_0,\) thereby ensuring that any subsequent reduction in \(d_0\) is shared.\(^5\) This specific choice of \(d_0\) ensures that any redex found in a subsequent search will be on the left of this combination, thereby enforcing left-most reduction.

The axiom \((assoc)\) is used to flatten let expressions\(^6\) and the axiom \((ref)\) to resolve indirect references.

The corresponding notion of reduction is \(\mathcal{T}:\)

\[
\mathcal{T} = (I) \cup (K) \cup (S) \cup (comb) \cup (assoc) \cup (ref)
\]

**Reduction strategy** The reduction strategy is left-most outermost: the def-use chains force us to only consider the outermost combination, and \((comb)\) ensures that this outermost combination is the left-most one.

---

\(^3\)The contraction rules may be context-sensitive in that they map a redex and its context into a contractum and a new context. In that case, the contractum is recomposed into the new context.

\(^4\)On the right-hand side of \((I), (K)\) and \((S),\) we have kept \(E_0[C[x]]\) in order to highlight each particular rearrangement. It would be simple to “optimize” these right-hand sides by taking advantage of [a subsequent use of] \((ref)\) and \((comb)\), so that, e.g., the right-hand side of \((K)\) contains \(E_0[C[x_2]]\) instead.

\(^5\)If \(d_0\) is already a reference, it is already part of a def-use chain and no contraction need take place: let \(x_0 = x d_1\) in \(E_0[C[x_2]]\) is not a redex.

\(^6\)Let expressions are themselves denotable terms and must be reassociated in search of a def-use chain. When reassociating, there is no need for the condition “\(x_1\) does not occur free in \(E_0\)” since each reference is unique.
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\[ (I) \quad \text{let } x_1 = I \text{ in} \quad E_1[\text{let } x_0 = x_1 \, d_0 \text{ in} \quad E_0[C[x_0]]] \rightarrow \text{let } x_1 = I \text{ in} \quad E_1[\text{let } x_0 = d_0 \text{ in} \quad E_0[C[x_0]]] \]

\[ (K) \quad \text{let } x_2 = K \text{ in} \quad E_2[\text{let } x_1 = x_2 \, d_1 \text{ in} \quad E_1[\text{let } x_0 = x_1 \, d_0 \text{ in} \quad E_0[C[x_0]]]] \rightarrow \text{let } x_2 = K \text{ in} \quad E_2[\text{let } x_3 = d_1 \text{ in} \quad E_1[\text{let } x_0 = x_3 \, x_3 \text{ in} \quad E_0[C[x_0]]]] \]

\[ (S) \quad \text{let } x_3 = S \text{ in} \quad E_3[\text{let } x_2 = x_3 \, d_2 \text{ in} \quad E_2[\text{let } x_1 = x_2 \, d_1 \text{ in} \quad E_1[\text{let } x_0 = x_1 \, d_0 \text{ in} \quad E_0[C[x_0]]]]] \rightarrow \text{let } x_3 = S \text{ in} \quad E_3[\text{let } x_4 = d_2 \text{ in} \quad E_2[\text{let } x_5 = d_1 \text{ in} \quad E_1[\text{let } x_0 = x_5 \, x_5 \text{ in} \quad E_0[C[x_0]]]]] \]

\[ (\text{comb}) \quad \text{let } x_0 = d_0 \, d_1 \text{ in} \quad E_0[C[x_0]] \rightarrow \text{let } x_1 = d_1 \text{ in} \quad E_0[C[x_0]] \]

\[ (\text{assoc}) \quad \text{let } x_0 = (\text{let } x_1 = d_1 \text{ in} \quad t_0) \text{ in} \quad E_0[C[x_0]] \rightarrow \text{let } x_1 = d_1 \text{ in} \quad E_0[C[x_0]] \]

\[ (\text{ref}) \quad \text{let } x_0 = x_1 \text{ in} \quad E_0[C[x_0]] \rightarrow \text{let } x_0 = x_1 \text{ in} \quad E_0[C[x_1]] \]

Figure 10.1: Reduction semantics for combinatory graph reduction: axioms

Recompositions... Figure 10.2 displays the recompositions of a reduction context around a term, and of a def-use chain around a reference:

Definition 85 (inside-out recomposition of contexts around terms). A context \( E \) is recomposed around a term \( t \) into a term \( t' = E[t] \) whenever \( \langle E, t \rangle_{\text{io}} \xrightarrow{\text{rec}} t' \) holds. (See Figure 10.2 and also Footnote 1 for the notation \( E[t] \).)

Definition 86 (outside-in recomposition of contexts around terms). A context \( E \) is recomposed around a term \( t \) into a term \( t' = E[t] \) whenever \( \langle E, t \rangle_{\text{oi}} \xrightarrow{\text{rec}} t' \) holds. (See Figure 10.2)

Outside-in recomposition of contexts is used as an auxiliary judgment in the recomposition of def-use chains:
Inside-out recomposition of a reduction context around a term:

\[
\langle [], t \rangle_{\text{io}} \uparrow_{\text{rec}} t
\]

\[
\langle E, \text{let } x = d \text{ in } t \rangle_{\text{io}} \uparrow_{\text{rec}} t'
\]

Outside-in recomposition of a reduction context around a term:

\[
\langle [], t \rangle_{\text{oi}} \uparrow_{\text{rec}} t
\]

\[
\langle E, \text{let } x = d \text{ in } t \rangle_{\text{oi}} \uparrow_{\text{rec}} \text{let } x = d \text{ in } t'
\]

Recomposition of a def-use chain around a reference:

\[
\langle [], x \rangle_{\text{chain}} \uparrow_{\text{rec}} x
\]

\[
\langle C, x' \rangle_{\text{chain}} \uparrow_{\text{rec}} t \quad \langle E, t \rangle_{\text{oi}} \uparrow_{\text{rec}} t'
\]

\[
\langle \text{let } x' = [ ] d \text{ in } E[C[x']], x \rangle_{\text{chain}} \uparrow_{\text{rec}} \text{let } x' = x d \text{ in } t'
\]

Figure 10.2: Reduction semantics for combinatory graph reduction: recompositions

**Definition 87** (recomposition of def-use chains around references). A def-use chain \( C \) is recomposed around a reference \( x \) into a term \( t = C[x] \) whenever \( \langle C, x \rangle_{\text{chain}} \uparrow_{\text{rec}} t \) holds.\(^7\) (See Figure 10.2.)

**Decomposition** Decomposition implements the reduction strategy by searching for a redex and its reduction context in a term. Figure 10.3 displays this search as a state-transition system with three states:

- **term-state** \( \langle t, E \rangle_{\text{term}} \)
- **cont-state** \( \langle E, t \rangle_{\text{cont}} \) and \( \langle E, (x, E, C) \rangle_{\text{cont}} \)
- **den-state** \( \langle x, d, E, C, E \rangle_{\text{den}} \)

**term-transitions** Given a term, we recursively dive into the bodies of its nested let expressions until its innermost reference \( x \), which is therefore needed.

**cont-transitions over \( t \)** Given a context, we dispatch on its top component, if there is one.

**cont-transitions over \( (x, E, C) \)** Having found a reference \( x \) that is needed, we backtrack in search of its declaration, incrementally constructing a def-use chain for it.\(^8\) If we do not find any redex, the term is in \( \mathcal{T} \)-normal form.

**den-transitions** Having found the declaration of the reference that was needed, we check whether we have also found a redex and thus a decomposition. Otherwise, a combinator is not fully applied or a new reference is needed. We then resume a **cont-transition**, either on our way to a \( \mathcal{T} \)-normal form or extending the current def-use chain for this new reference.

---

\(^7\)As already pointed out in Footnote 1, the notation \( C[x] \) stands for a term that decomposes into a def-use chain, \( C \), and a reference, \( x \).

\(^8\)There is no transition for \( \langle [ ], (x_0, E_0, C) \rangle_{\text{cont}} \) because all references are declared.
Figure 10.3: Reduction semantics for combinatory graph reduction: decomposition
The transition system implementing decomposition can be seen as a big-step abstract machine [67]. As repeatedly pointed out in the first author’s lecture notes at AFP 2008 [61], such a big-step abstract machine is often in defunctionalized form—as is the case here.

In the present case, it can be refunctonalized into a function over source terms which is compositional. Ergo, it is expressible as a catamorphism over source terms. Further, the parameters of this catamorphism are total functions. Therefore, the decomposition function is total. It yields either the given term if this term is in \( \mathcal{T} \)-normal form, or its left-most outermost redex and the corresponding reduction context. Formally:

**Property 89** (vacuous decomposition of normal forms). For any \( t \in \mathcal{T} \text{-nf} \),

\[
\langle t, \; \rangle_{\text{term}} \downarrow^*_{\text{dec}} \langle t \rangle_{\text{nf}}
\]

**Property 90** (unique decomposition of non-normal forms). For any \( t \notin \mathcal{T} \text{-nf} \),

\[
\langle t, \; \rangle_{\text{term}} \downarrow^*_{\text{dec}} \langle E, \; r \rangle_{\text{dec}}
\]

where \( r \) is the left-most outermost redex of \( t \) and \( E \) is its corresponding reduction context.

The referee pointed out that termination can also be argued with an ordering on abstract states:

- In any transition from \( \langle t, \; E \rangle_{\text{term}} \) to \( \langle t’, \; E’ \rangle_{\text{term}} \), \( t’ \) is a proper part of \( t \).
- In any transition from \( \langle t, \; E \rangle_{\text{term}} \) to \( \langle E, \; t \rangle_{\text{cont}} \), \( E \) is unchanged.
- In any transition from \( \langle E, \; t \rangle_{\text{cont}} \) to \( \langle E’, \; t’ \rangle_{\text{cont}} \), \( E’ \) is a proper part of \( E \).
- In any transition from \( \langle E, \; (x_0, \; E_0, \; C) \rangle_{\text{cont}} \) to \( \langle x_0, \; \rightarrow, \; E_0, \; C, \; E’ \rangle_{\text{den}} \), \( E’ \) is a proper part of \( E \).
- In any transition from \( \langle E, \; (x_0, \; E_0, \; C) \rangle_{\text{cont}} \) to \( \langle E’, \; (x_0, \; E_0, \; C) \rangle_{\text{cont}} \), \( E’ \) is a proper part of \( E \).
- In any transition from \( \langle x_0, \; d, \; E_0, \; C, \; E \rangle_{\text{den}} \), to \( \langle E, \; t \rangle_{\text{cont}} \), \( E \) is unchanged.
- In any transition from \( \langle x_0, \; d, \; E_0, \; C, \; E \rangle_{\text{den}} \), to \( \langle E, \; (x_1, \; E_1, \; C’) \rangle_{\text{cont}} \), \( E \) is unchanged.

In any two consecutive transitions, the term or the context decreases and therefore decomposition terminates.

**One-step reduction** Performing one contraction in a term that is not in \( \mathcal{T} \)-normal form proceeds as follows: (1) locating a redex and its context through a number of decomposition steps according to the reduction strategy, (2) contracting this redex, and (3) recomposing the resulting contractum into the context:
Definition 91 (standard one-step reduction). For any \( t \),
\[
    t \mapsto_{\mathcal{T}} t'' \quad \text{iff} \quad \begin{cases} 
    (t, \lfloor \rfloor) \downarrow_{\text{term}}^{=} (E, r)_{\text{dec}} \\
    (r, t') \in \mathcal{T} \\
    \langle E, t' \rangle_{\text{io}} \uparrow_{\text{rec}} t''
    \end{cases}
\]

The standard one-step reduction is not the compatible closure of \( \mathcal{T} \). Indeed, the standard one-step reduction is closed over evaluation contexts, whereas the compatible closure of \( \mathcal{T} \) is closed over arbitrary contexts (i.e., terms with a hole).

Reduction-based evaluation The standard reduction-based evaluation is defined as the iteration of the standard one-step reduction. It thus enumerates the standard reduction sequence of any given program:

Definition 92 (standard reduction-based evaluation). Standard reduction-based evaluation, \( \mapsto^{*}_{\mathcal{T}} \), is the transitive-reflexive closure of standard one-step reduction, \( \mapsto_{\mathcal{T}} \).

Most of the time, decomposition and recomposition(s) are kept implicit in published reduction semantics. We however observe that what was kept implicit is then progressively revealed as, e.g., one constructs an abstract machine to implement evaluation \[99\]. We believe that it is better to completely spell out reduction semantics upfront, because one is then in position to systematically calculate the corresponding abstract machines \[28\, 61\], as illustrated in the next section for syntactic graph reduction. In our experience, this systematic calculation is not only generally applicable but it yields simpler abstract machines than the ones constructed by hand.

10.2.2 A storeless abstract machine

Reduction-based evaluation, as defined in Section 10.2.1, is inefficient because of its repeated decompositions and recompositions that construct each successive term in a reduction sequence. Refocusing \[71\] defores these intermediate terms, and is defined very simply as continuing decomposition with the contractum and its reduction context. The reduction semantics of Section 10.2.1 satisfies the formal requirements for refocusing \[71\] and so its reduction-based evaluation can be simplified into a reduction-free evaluation that does not construct each successive term in a reduction sequence. Reflecting the structure of decomposition of Figure 10.3, the result is an abstract machine displayed in Figure 10.4:

- **term-transitions** The term-transitions are the same as for decomposition.
- **cont-transitions** The cont-transitions are the same as for decomposition.
- **den-transitions** The den-transitions are the same as for decomposition.
- **dec-transitions** Having found a redex we contract it and decompose the contractum in the current context.

After an initial decomposition of the input term in the empty context, reduction-free evaluation is thus defined as the iteration of contraction and decomposition:
Proof. Correctness of refocusing.

\[ \langle E, \text{let } x_1 = I \rangle 
\]
\[ \rightarrow^*_{\text{step}} \]
\[ \downarrow_{\text{dec}} \]
\[ \langle E, \text{let } x_1 = I \rangle \]
\[ \rightarrow^*_{\text{step}} \]
\[ \langle E_1[\text{let } x_0 = d_1 \text{ in } E_0[C[x_0]]] \rangle_{\text{dec}} \]
\[ \rightarrow^*_{\text{step}} \]
\[ \langle E_1[\text{let } x_0 = d_0 \text{ in } E_0[C[x_0]]], E \rangle_{\text{term}} \]

\[ \langle E, \text{let } x_2 = K \rangle \]
\[ \rightarrow^*_{\text{step}} \]
\[ \langle E_2[\text{let } x_1 = x_2 d_1 \text{ in } E_0[C[x_0]]] \rangle_{\text{dec}} \]
\[ \rightarrow^*_{\text{step}} \]
\[ \langle E_2[\text{let } x_3 = d_1 \text{ in } E_1[\text{let } x_0 = x_3 \text{ in } E_0[C[x_0]]], E \rangle_{\text{term}} \]

where \( x_3 \) is fresh

\[ \langle E, \text{let } x_3 = S \rangle \]
\[ \rightarrow^*_{\text{step}} \]
\[ \langle E_3[\text{let } x_2 = x_3 d_2 \text{ in } E_2[\text{let } x_1 = x_3 d_1 \text{ in } E_1[\text{let } x_0 = x_1 d_0 \text{ in } E_0[C[x_0]]]]] \rangle_{\text{dec}} \]
\[ \rightarrow^*_{\text{step}} \]
\[ \langle E_3[\text{let } x_4 = d_2 \text{ in } E_2[\text{let } x_5 = d_1 \text{ in } E_1[\text{let } x_6 = d_0 \text{ in } E_0[C[x_0]]]], E \rangle_{\text{term}} \]

where \( x_4, x_5, \) and \( x_6 \) are fresh

\[ \langle E, \text{let } x_0 = d_0 d_1 \rangle \]
\[ \rightarrow^*_{\text{step}} \]
\[ \langle E_0[C[x_0]] \rangle_{\text{dec}} \]
\[ \rightarrow^*_{\text{step}} \]
\[ \langle E_0[C[x_0]], E \rangle_{\text{term}} \]

where \( d_0 \) is not a reference and \( x_1 \) is fresh

\[ \langle E, \text{let } x_0 = (\text{let } x_1 = d_1 \text{ in } t_0) \rangle \]
\[ \rightarrow^*_{\text{step}} \]
\[ \langle E_0[C[x_0]] \rangle_{\text{dec}} \]
\[ \rightarrow^*_{\text{step}} \]
\[ \langle E_0[C[x_0]], E \rangle_{\text{term}} \]

\[ \langle E, \text{let } x_0 = x_1 \rangle \]
\[ \rightarrow^*_{\text{step}} \]
\[ \langle E_0[C[x_0]] \rangle_{\text{dec}} \]
\[ \rightarrow^*_{\text{step}} \]
\[ \langle E_0[C[x_0]], E \rangle_{\text{term}} \]

Figure 10.4: Storeless abstract machine for combinatory graph reduction

Definition 93 (standard reduction-free evaluation). Standard reduction-free evaluation, \( \rightarrow^*_{\text{step}} \), is the transitive closure of \( \rightarrow_{\text{step}} \). (See Figure 10.4)

Proposition 94 (full correctness of the storeless abstract machine). For any program \( p \),

\[ p \rightarrow^* \ t \ \land \ t \in \mathcal{T}\text{-nf} \iff \langle p, [ ] \rangle_{\text{term}} \rightarrow^*_{\text{step}} \langle t \rangle_{\text{nf}} \]

Proof. Correctness of refocusing. \( \square \)

10.2.3 A storeless abstract machine after transition compression

In the abstract machine of Section 10.2.2 some of the transitions yield a configuration for which there unconditionally exists another transition: all transitions to a term-
configuration with a known term, all transitions to a *cont*-configuration with a known context, and all transitions to a *dec*-configuration with a known redex (i.e., all transitions to *dec*). These so-called “corridor transitions” \[36\] from one configuration to another can be hereditarily compressed so that the first configuration yields the last one in one transition.

Other transition compressions are determined by the structure of terms, evaluation contexts, and def-use chains. They collapse several consecutive steps into one. We state these properties using the following two recompositions of evaluation contexts:

**Definition 95** (inside-out recomposition of contexts around contexts). A context that was constructed inside out (resp. outside in) is composed with a context that was constructed outside in (resp. inside out) as follows:

\[
[ \ ]_{io} E = E \\
(\text{let } x = d \text{ in } E')_{io} E = E'_{io} \text{ let } x = d \text{ in } E
\]

The resulting context is constructed outside in (resp. inside out).

**Definition 96** (outside-in recomposition of contexts around contexts). Two contexts that were constructed outside in (resp. inside out) are composed into an outside-in (resp. inside-out) context as follows:

\[
[ \ ]_{oi} E = E \\
(\text{let } x = d \text{ in } E')_{oi} E = \text{ let } x = d \text{ in } (E'_{oi} E)
\]

This composition function is associative.

**Property 97** (restoring outside-in evaluation contexts). For any \(t, E\) and \(E_1\) such that \(\langle E_1, t \rangle_{oi} \uparrow_{rec} E_1[t]\),

\[\langle E_1[t], E \rangle_{term} \rightarrow_{step}^* \langle t, E_1_{oi} E \rangle_{term}\]

**Property 98** (restoring def-use chains). For any \(x, C\) and \(E\) such that \(\langle C[x], x \rangle_{chain} \uparrow_{rec} C[x]\),

\[\langle C[x], E \rangle_{term} \rightarrow_{step}^* \langle E, (x, [ \ ], C) \rangle_{cont}\]

**Property 99** (continuing search for references). For any \(x, C, E, E_1\) and \(E_2\) where \(x\) is not bound in \(E_1\),

\[\langle E_1_{oi} E_1, (x, E_2, C) \rangle_{cont} \rightarrow_{step}^* \langle E, (x, E_1_{oi} E_2, C) \rangle_{cont}\]

**Corollary 100** (restoring evaluation contexts and def-use chains). For any \(x, C, E\) and \(E_1\) such that \(\langle C[x], x \rangle_{chain} \uparrow_{rec} C[x]\) and \(\langle E_1, C[x] \rangle_{oi} \uparrow_{rec} E_1[C[x]]\),

\[\langle E_1[C[x]], E \rangle_{term} \rightarrow_{step}^* \langle E, (x, E_1, C) \rangle_{cont}\]

The resulting machine is displayed in Figure 10.5.

**Definition 101** (standard reduction-free evaluation). Standard reduction-free evaluation, \(\rightarrow_{step}^*\), is the transitive closure of \(\rightarrow_{step}\). (See Figure 10.5.)

**Proposition 102** (full correctness of the storeless abstract machine after transition compression). For any program \(p\),

\[p \rightarrow_{\mathcal{G}}^* t \wedge t \in \mathcal{T}_{nf} \iff \langle p, [ \ ], \rangle_{term} \rightarrow_{step}^* \langle t \rangle_{nf}\]

**Proof.** Property \ref{property97}, Property \ref{property98}, Property \ref{property99} and Corollary \ref{corollary100}
\begin{align*}
\langle \text{let } x = d \text{ in } t, E \rangle_{\text{term}} & \rightarrow_{\text{step}} \langle t, \text{ let } x = d \text{ in } E \rangle_{\text{term}} \\
\langle x, E \rangle_{\text{term}} & \rightarrow_{\text{step}} \langle E, (x, [ ]), [ ] \rangle_{\text{cont}} \\
\langle [ ], t \rangle_{\text{cont}} & \rightarrow_{\text{step}} \langle t \rangle_{\text{nf}} \\
\langle \text{let } x = d \text{ in } t, E \rangle_{\text{cont}} & \rightarrow_{\text{step}} \langle E, \text{ let } x = d \text{ in } t \rangle_{\text{cont}} \\
\langle \text{let } x_0 = d \text{ in } E, (x_0, E_0, C) \rangle_{\text{cont}} & \rightarrow_{\text{step}} \langle x_0, d, E_0, C, E \rangle_{\text{den}} \\
\langle \text{let } x = d \text{ in } E, (x_0, E_0, C) \rangle_{\text{cont}} & \rightarrow_{\text{step}} \langle E, (x_0, \text{ let } x = d \text{ in } E_0, C) \rangle_{\text{cont}} \\
\text{where } x & \neq x_0 \\
\langle x_1, I, E_1, \Pi_0^i = (x_i, d_i, E_i) \cdot C, E \rangle_{\text{den}} & \rightarrow_{\text{step}} \langle x_0, d_0, E_0, C, E_{\Pi_0^i = (x_i, d_i, E_i)} \cdot C, E \rangle_{\text{den}} \\
\langle x_2, K, E_2, \Pi_0^i = (x_i, d_i, E_i) \cdot C, E \rangle_{\text{den}} & \rightarrow_{\text{step}} \langle x_3, d_1, E', C, E_{\Pi_0^i = (x_i, d_i, E_i)} \cdot C, E \rangle_{\text{den}} \\
\text{where } E' & = (\text{let } x_1 = x_2 x_3 \text{ in } E_1) \circ_{\Pi_0^i} (\text{let } x_0 = x_3 \text{ in } E_0) \\
\text{and } x_2 & \text{ is fresh} \\
\langle x_3, S, E_3, \Pi_0^i = (x_i, d_i, E_i) \cdot C, E \rangle_{\text{den}} & \rightarrow_{\text{step}} \langle x_4, d_2, E', C', E_{\Pi_0^i = (x_i, d_i, E_i)} \cdot C, E \rangle_{\text{den}} \\
\text{where } E' & = (\text{let } x_2 = x_3 x_4 \text{ in } E_2) \circ_{\Pi_0^i} (\text{let } x_5 = d_1 \text{ in } E_1) \circ_{\Pi_0^i} (\text{let } x_6 = d_0) \\
\text{and } C' & = (x_7, x_6, [ ]) \cdot (x_0, x_5 x_6, E_0) \cdot C \\
\text{and } x_4, x_5, x_6 \text{ and } x_7 & \text{ are fresh} \\
\langle x_0, d_0, E_0, C, E \rangle_{\text{den}} & \rightarrow_{\text{step}} \langle E, \text{ let } x_0 = d_0 \text{ in } E_0[C[x_0]] \rangle_{\text{cont}} \\
\text{where } d_0 & = I \text{ and } |C| < 1, d_0 = K \text{ and } |C| < 2, \text{ or } d_0 = S \text{ and } |C| < 3 \\
\text{and } (C, x_0)_{\text{chain}} & \uparrow_{\text{rec}} C[x_0] \\
\text{and } \langle E_0, C[x_0] \rangle_{\text{oi}} & \uparrow_{\text{rec}} E_0[C[x_0]] \\
\langle x_0, x_1, d_0, E_0, C, E \rangle_{\text{den}} & \rightarrow_{\text{step}} \langle E, (x_1, [ ]), (x_0, d_0, E_0) \cdot C, E \rangle_{\text{cont}} \\
\langle x_0, d_0, d_1, E_0, C, E \rangle_{\text{den}} & \rightarrow_{\text{step}} \langle x_1, d_0, [ ], (x_0, d_1, E_0) \cdot C, E \rangle_{\text{den}} \\
\text{where } d_0 & \text{ is not a reference and } x_1 \text{ is fresh} \\
\langle x_0, \text{ let } x_1 = d_1 \text{ in } t_0, E_0, C, E \rangle_{\text{den}} & \rightarrow_{\text{step}} \langle x_0, t_0, E_0, C, \text{ let } x_1 = d_1 \text{ in } E_0 \rangle_{\text{den}} \\
\langle x_0, x_1, E_0, C, E \rangle_{\text{den}} & \rightarrow_{\text{step}} \langle E, (x_1, \text{ let } x_0 = x_1 \text{ in } E_0, C) \rangle_{\text{cont}} \\
\end{align*}

Figure 10.5: Storeless abstract machine for combinatory graph reduction after transition compression
10. Three syntactic theories for combinatory graph reduction

10.2.4 Summary and conclusion

Starting from a completely spelled-out reduction semantics for combinatory terms with sharing, we have mechanically derived a storeless abstract machine. These two semantic artifacts share the same syntactic representations and precisely follow the same reduction strategy.

10.3 Preprocessing combinatory terms into term graphs

In Section 10.2, references are declared on demand in the reduction sequence. In this section, we factor out all possible such declarations for combinations into a preprocessing phase.

We start by revising the \((\text{comb})\) and \((S)\) axioms:

\[
\text{(comb') } \quad \text{let } x = d_0 d_1 \text{ in } E[C[x]] \rightarrow \text{let } x_0 = d_0 \text{ in } \\
\text{let } x_1 = d_1 \text{ in } \\
\text{let } x = x_0 x_1 \text{ in } E[C[x]] \\
\text{where } d_0 \text{ is not a reference} \\
\text{and } x_0 \text{ and } x_1 \text{ are fresh}
\]

In contrast to the \((\text{comb})\) axiom, the revised axiom \((\text{comb'})\) declares references for both sides of a combination. Unlike in Section 10.2, there can thus be references to denotable terms whose denotation is not needed. In the same spirit, we revise the \((S)\) axiom so that it declares references to both sides of any combination in the contractum:

\[
\text{(S') } \quad \text{let } x_3 = S \text{ in } \\
E_3[\text{let } x_2 = x_3 d_2 \text{ in } E_2[\text{let } x_1 = x_2 d_1 \text{ in } E_1[\text{let } x_0 = x_1 d_0 \text{ in } E_0[C[x_0]]]]]]] \\
\rightarrow \text{let } x_3 = S \text{ in } \\
E_3[\text{let } x_4 = d_2 \text{ in } E_2[\text{let } x_5 = d_1 \text{ in } E_1[\text{let } x_6 = d_0 \text{ in } E_0[C[x_0]]]]]]] \\
\text{where } x_4, x_5, x_6, x_7 \text{ and } x_8 \text{ are fresh}
\]

The corresponding notion of reduction is \(\mathcal{T'}\):

\[
\mathcal{T'} = (I) \cup (K) \cup (S') \cup (\text{comb'}) \cup (\text{assoc}) \cup \text{(ref)}
\]

We split \(\mathcal{T'}\) into two: a compile-time notion of reduction \(\mathcal{C}\) and a run-time notion of reduction \(\mathcal{R}\):

\[
\mathcal{C} = (\text{assoc}) \cup (\text{comb'}) \\
\mathcal{R} = (I) \cup (K) \cup (S') \cup \text{(ref)}
\]
\( \mathcal{T}' \) (and thus each of \( \mathcal{C} \) and \( \mathcal{R} \)) contains only left-linear axioms and no critical pairs: it is orthogonal and thus confluent \([125]\). Furthermore, \( \mathcal{C} \) is strongly normalizing.

The \( \mathcal{C} \)-normal forms are contained within the following sub-grammar of terms:

\[
\text{Denotable Term} \ni d ::= I \mid K \mid S \mid x x \mid x
\]

\[
\text{Term} \ni t ::= \text{let } x = d \text{ in } t \mid x
\]

In this grammar, only combinations of references are admitted and furthermore let expressions are completely flattened, in a way reminiscent of monadic normal forms \([111, 112]\).

**Proposition 103** (preprocessing). If \( p \rightarrow_{\mathcal{T}'} t \land t \in \mathcal{T}'\text{-nf} \) then \( \exists t' \in \mathcal{C}\text{-nf} . p \rightarrow_{\mathcal{C}} t' \rightarrow_{\mathcal{R}} t. \)

**Proof.** Strong normalization of \( \mathcal{C} \) ensures the existence of \( t' \). Confluence of \( \mathcal{T}' \) gives \( t' \rightarrow_{\mathcal{T}'} t. \) \( \mathcal{R} \) is closed over \( \mathcal{C}\text{-nf}. \) Thus, only \( \mathcal{R} \) is needed in the reduction \( t' \rightarrow_{\mathcal{R}} t. \)

We observe that a preprocessed term is a syntactic representation of a graph where every denotable term has been declared with a reference. Indeed it is straightforward to interpret preprocessed terms as term graphs:

**Definition 104** (term graphs \([24, \text{Definition 4.2.6}]\)). A term graph is a tuple \( (N, \text{lab}, \text{succ}, r) \) over a set of function symbols \( F \) where

- \( N \) is a set of unique node identifiers;
- \( \text{lab} : N \rightarrow F \) is a labeling function mapping nodes to function symbols;
- \( \text{succ} : N \rightarrow N^n \) is a successor function mapping nodes to an \( n \)-tuple of successor nodes for some natural number \( n \); and
- \( r \in N \) is the root of the term graph.

Two term graphs are equivalent, \( g_1 \equiv g_2 \), if they are componentwise equivalent. A term graph is a sub-graph of another term graph, \( g_1 \subsetneq g_2 \), if \( N_1 \subseteq N_2 \) and

\[
\forall n \in N_1 . \text{lab}_1(n) = \text{lab}_2(n) \land \text{succ}_1(n) = \text{succ}_2(n)
\]

**Definition 105** (interpreting preprocessed combinatory terms as term graphs). For any preprocessed term \( t \), its term graph \( \gamma(t) \) over the function symbols \( I, K, S, \) and \( A \) is defined as follows:

- \( N_t \) is the set of declared references in \( t \).
- \( \text{lab}_i \) is defined on the definiens of a reference (i.e., a denotable term): for a combinator, it yields the respective function symbol \( I, K \) or \( S \); for a combination, it yields the application symbol \( A \); and for a reference, it yields the result of applying \( \text{lab}_i \) to this reference, which in effect acts as an alias for a node\(^9\).
- \( \text{succ}_i \) is defined on the definiens of a reference: for a combination, it yields the corresponding pair of references, and for everything else, the empty tuple.
- \( r_i \) is the innermost reference of the term.

\(^9\)This application is well behaved since terms are acyclic.
For example, the first reduct of the term \( S K K I \) after preprocessing:

\[
\begin{align*}
&\text{let } x_0 = S \text{ in} \\
&\text{let } x_1 = K \text{ in} \\
&\text{let } x_2 = x_0 x_1 \text{ in} \\
&\text{let } x_3 = K \text{ in} \\
&\text{let } x_4 = x_1 x_3 \text{ in} \\
&\text{let } x_5 = I \text{ in} \\
&\text{let } x_6 = x_7 x_8 \text{ in}
\end{align*}
\]

translates to the term graph: \( N = \{x_0, \cdots, x_8\} \),

\[
\begin{align*}
\text{lab}(x) &= \begin{cases} 
S & \text{if } x = x_0 \\
K & \text{if } x = x_1 \\
K & \text{if } x = x_3 \\
I & \text{if } x = x_5 \\
A & \text{otherwise}
\end{cases} \\
succ(x) &= \begin{cases} 
\{x_0, x_1\} & \text{if } x = x_2 \\
\{x_1, x_3\} & \text{if } x = x_4 \\
\{x_7, x_8\} & \text{if } x = x_6 \\
\{x_1, x_3\} & \text{if } x = x_7 \\
\{x_3, x_5\} & \text{if } x = x_8 \\
\emptyset & \text{otherwise}
\end{cases}
\end{align*}
\]

with root \( r = x_6 \). After garbage collecting unreachable nodes (i.e., \( x_0, x_2 \) and \( x_4 \)) this term graph is depicted as:

\[
\begin{align*}
K^{x_1} &\quad \rightarrow A^{x_6} \\
A^{x_7} &\quad \rightarrow K^{x_3} \\
I^{x_5} &\quad \rightarrow A^{x_8}
\end{align*}
\]

Using the interpretation of Definition 105, we can translate the contraction rules over combinatory terms to graph-rewriting rules [24, Section 4.4.4]. The translation of \((I), (K)\) and \((S')\) gives us rewriting rules with the side condition that the redex is rooted, meaning that there is a path from the root of the graph to the redex, which is the case here and is manifested by its def-use chain. Terms in our language are therefore a restricted form of term graphs: directed acyclic graphs with an ordering hierarchy imposed on \(\text{succ}\) by the scoping of nested let expressions. (In his PhD thesis [33], Blom refers to this property of term graphs as ‘horizontal sharing.’)

### 10.3.1 A reduction semantics

Here is the full definition of the syntax after preprocessing terms into \(\mathcal{C}\)-nf:

\[
\begin{align*}
\text{Program} \ni p &::= \text{let } x = d \text{ in } t \\
\text{Denotable Term} \ni d &::= I \mid K \mid S \mid x x \mid x \\
\text{Term} \ni t &::= \text{let } x = d \text{ in } t \mid x \\
\text{Reduction Context} \ni E &::= [] \mid \text{let } x = d \text{ in } E \\
\text{Def-use Chain} \ni C &::= [] \mid \text{let } x = [ ] x \text{ in } E[C[x]]
\end{align*}
\]
10.3. Preprocessing combinatory terms into term graphs

\[(I)\]
\[
\text{let } x_1 = I \text{ in } E_1[\text{let } x_0 = x_1 y_0 \text{ in } E_0[C[x_0]]] \to \text{let } x_1 = I \text{ in } E_1[\text{let } x_0 = y_0 \text{ in } E_0[C[x_0]]]
\]

\[(K)\]
\[
\text{let } x_2 = K \text{ in } E_2[\text{let } x_1 = x_2 y_1 \text{ in } E_1[\text{let } x_0 = x_1 y_0 \text{ in } E_0[C[x_0]]]] \to \text{let } x_2 = K \text{ in } E_2[\text{let } x_1 = x_2 y_1 \text{ in } E_1[\text{let } x_0 = y_1 \text{ in } E_0[C[x_0]]]]
\]

\[(S)\]
\[
\text{let } x_3 = S \text{ in } E_3[\text{let } x_2 = x_3 y_2 \text{ in } E_2[\text{let } x_1 = x_2 y_1 \text{ in } E_1[\text{let } x_0 = x_1 y_0 \text{ in } E_0[C[x_0]]]]] \to \text{let } x_3 = S \text{ in } E_3[\text{let } x_2 = x_3 y_2 \text{ in } E_2[\text{let } x_1 = x_2 y_1 \text{ in } E_1[\text{let } x_0 = y_2 y_0 \text{ in } x_5 \text{ in } E_0[C[x_0]]]]]
\]

\[(\text{ref})\]
\[
\text{let } x_0 = x_1 \text{ in } E_0[C[x_0]] \to \text{let } x_0 = x_1 \text{ in } E_0[C[x_1]]
\]

Figure 10.6: Reduction semantics for combinatory graph reduction over preprocessed terms: axioms

**Axioms** Figure 10.6 displays the axioms. Each of (I) and (K) is much as the corresponding axiom in Section 10.2, though we have specialized it with respect to the grammar of preprocessed terms. The (S) axiom is a further specialization of the (S') axiom. Specifically, since the right-hand side of any combination is known to be a reference, there is no need to introduce new let expressions to preserve sharing. As for the (ref) axiom, it is unchanged.

The notion of reduction on preprocessed terms is \(\mathcal{G}\):

\[\mathcal{G} = (I) \cup (K) \cup (S) \cup (\text{ref})\]

**Recompositions** The recompositions of contexts and def-use chains are defined in the same way as in Section 10.2.

**Decomposition** Decomposition is much as in Section 10.2, though we have specialized it with respect to the grammar of preprocessed terms. Its definition is displayed in Figure 10.7.

**One-step reduction** Performing one contraction in a term that is not in \(\mathcal{G}\)-normal form is defined as (1) locating a redex and its context through a number of decomposition steps according to the reduction strategy, (2) contracting this redex, and (3) recomposing the resulting contractum into the context:
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\[ \{ \text{let } x = d \text{ in } t, \ E \}_{\text{term}} \downarrow_{\text{dec}} \{ \text{let } x = d \text{ in } E \}_{\text{term}} \]
\[ \{ x, E \}_{\text{term}} \downarrow_{\text{dec}} \{ E, (x, [ ], [ ]) \}_{\text{cont}} \]
\[ \{ [ ], t \}_{\text{cont}} \downarrow_{\text{dec}} \{ t \}_{\text{nf}} \]
\[ \{ \text{let } x = d \text{ in } E, \ t \}_{\text{cont}} \downarrow_{\text{dec}} \{ E, \text{let } x = d \text{ in } t \}_{\text{cont}} \]
\[ \{ \text{let } x_0 = d \text{ in } E, \ (x_0, E_0, C) \}_{\text{cont}} \downarrow_{\text{dec}} \{ x_0, d, E_0, C, E \}_{\text{den}} \]
\[ \{ \text{let } x = d \text{ in } E, \ (x_0, E_0, C) \}_{\text{cont}} \downarrow_{\text{dec}} \{ E, \text{let } x = d \text{ in } E \}_{\text{cont}} \]
where \( x \neq x_0 \)

\[ \{ x_1, I, E_1, \Pi_{x_0}^0(x_1, y_1, E_1) \cdot C, E \}_{\text{den}} \downarrow_{\text{dec}} \{ E, \text{let } x_1 = I \text{ in } E_1[\text{let } x_0 = x_1, y_0 \text{ in } E_0[C(x_0)]] \}_{\text{dec}} \]
where \( \{ C, x_0 \}_{\text{chain}} \uparrow_{\text{rec}} E_0[C(x_0)] \)
and \( \{ E_0, C(x_0) \}_o \uparrow_{\text{rec}} E_0[C(x_0)] \)

\[ \{ x_2, K, E_2, \Pi_{x_0}^1(x_1, y_1, E_1) \cdot C, E \}_{\text{den}} \downarrow_{\text{dec}} \{ E, \text{let } x_2 = K \text{ in } E_2[\text{let } x_1 = x_2, y_1 \text{ in } E_1[\text{let } x_0 = x_1, y_0 \text{ in } E_0[C(x_0)]]] \}_{\text{dec}} \]
where \( \{ C, x_0 \}_{\text{chain}} \uparrow_{\text{rec}} E_0[C(x_0)] \)
and \( \{ E_0, C(x_0) \}_o \uparrow_{\text{rec}} E_0[C(x_0)] \)

\[ \{ x_3, S, E_3, \Pi_{x_0}^2(x_1, y_1, E_1) \cdot C, E \}_{\text{den}} \downarrow_{\text{dec}} \{ E, \text{let } x_3 = S \text{ in } E_2[\text{let } x_2 = x_3, y_2 \text{ in } E_2[\text{let } x_1 = x_2, y_1 \text{ in } E_1[\text{let } x_0 = x_1, y_0 \text{ in } E_0[C(x_0)]]]] \}_{\text{dec}} \]
where \( \{ C, x_0 \}_{\text{chain}} \uparrow_{\text{rec}} C(x_0) \)
and \( \{ E_0, C(x_0) \}_o \uparrow_{\text{rec}} E_0[C(x_0)] \)

\[ \{ x_0, d_0, E_0, C, E \}_{\text{den}} \downarrow_{\text{dec}} \{ E, \text{let } x_0 = d_0 \text{ in } E_0[C(x_0)] \}_{\text{cont}} \]
where \( d_0 = I \text{ and } |C| < 1 \)
and \( |d_0| = K \text{ and } |C| < 2 \)
and \( |d_0| = S \text{ and } |C| < 3 \)
and \( \{ C, x_0 \}_{\text{chain}} \uparrow_{\text{rec}} C(x_0) \)
and \( \{ E_0, C(x_0) \}_o \uparrow_{\text{rec}} E_0[C(x_0)] \)

\[ \{ x_0, x_1, y_0, E_0, C, E \}_{\text{den}} \downarrow_{\text{dec}} \{ E, (x_1, [ ], (x_0, y_0, E_0) \cdot C) \}_{\text{cont}} \]
\[ \{ x_0, x_1, E_0, C, E \}_{\text{den}} \downarrow_{\text{dec}} \{ E, \text{let } x_1 = x_1 \text{ in } E_0[C(x_0)] \}_{\text{dec}} \]
where \( \{ C, x_0 \}_{\text{chain}} \uparrow_{\text{rec}} C(x_0) \)
and \( \{ E_0, C(x_0) \}_o \uparrow_{\text{rec}} E_0[C(x_0)] \)

Figure 10.7: Reduction semantics for combinatory graph reduction over preprocessed terms: decomposition

**Definition 106** (standard one-step reduction). For any \( t \),

\[ t \rightsquigarrow_{\text{nf}} t'' \text{ iff } \left\{ \begin{array}{ll}
(t, [ ])_{\text{term}} \downarrow_{\text{dec}} \{ E, r \}_{\text{dec}} \\
(r, t') \in \mathcal{G} \\
\{ E, t' \}_o \uparrow_{\text{rec}} t''
\end{array} \right\} \]
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Reduction-based evaluation  The standard reduction-based evaluation is defined as the iteration of the standard one-step reduction. It thus enumerates the reduction sequence of any given program:

Definition 107 (standard reduction-based evaluation). Standard reduction-based evaluation, $\rightarrow^*_g$, is the transitive-reflexive closure of standard one-step reduction, $\rightarrow_g$.

10.3.2 A storeless abstract machine

Using refocusing, the reduction-free abstract machine corresponding to Definition 107 is calculated as in Section 10.2.2. For brevity, we omit this uncompressed abstract machine here.

10.3.3 A storeless abstract machine after transition compression

The abstract machine of Section 10.3.2 can be hereditarily compressed as in Section 10.2.3. We display it in Figure 10.8.

Definition 108 (standard reduction-free evaluation). Standard reduction-free evaluation, $\rightarrow^*_{step}$, is the transitive closure of $\rightarrow_{step}$. (See Figure 10.8.)

Proposition 109 (full correctness). For any program $p$,

$$p \rightarrow^*_g t \wedge t \in \mathcal{G} \text{-nf} \iff \langle p, [\ ] \rangle_{\text{term}} \rightarrow^*_{step} \langle t \rangle_{\text{nf}}$$

Proof. Correctness of refocusing and transition compression.

10.3.4 Summary and conclusion

Starting from a completely spelled-out reduction semantics for preprocessed combinatory term graphs, we have derived a storeless abstract machine. As in Section 10.2, these two semantic artifacts share the same syntactic representations and proceed in lock step.

10.4 Store-based combinatory graph reduction

In this section, we no longer denote graph vertices with let bindings, but as bindings in a global store:

- Global Store $\ni \sigma$
- Location $\ni x, y$

Indeed, in the storeless accounts of Sections 10.2 and 10.3, let expressions declare references to denotable terms, and all these references are distinct. In the store-based account presented in this section, a global store maps locations to storable terms. Given a store $\sigma$, a location $x$ and a storable term $s$, we write $\sigma[x := s]$ for the store $\sigma'$ such that $\sigma'(x) = s$ and $\sigma'(x') = \sigma(x')$ for $x' \neq x$.

We therefore revise the syntax of Section 10.3 as follows:

Program $\ni p ::= (x, \sigma)$
Storable Term $\ni s ::= I \mid K \mid S \mid xx \mid x$
Ancestor Stack $\ni a ::= [\ ] \mid (x, x) \cdot a$
Three syntactic theories for combinatory graph reduction over preprocessed terms after transition compression.

Figure 10.8: Storeless abstract machine for combinatory graph reduction over preprocessed terms after transition compression.
A program now pairs the root of a graph in a store with this store. Denotable terms have been replaced by storable terms. Terms and reduction contexts have been replaced by locations in the store. Def-use chains have become what Turner calls (left) ancestor stacks. We write $|a|$ for the height of an ancestor stack $a$.

Translating the preprocessed term graphs of Section 10.3 to store-based term graphs is straightforward:

**Definition 110** (let-based to store-based).

$$
\begin{align*}
\llbracket \text{let } x &= d \text{ in } t \rrbracket_\sigma &= \llbracket t \rrbracket_\sigma[x := \llbracket d \rrbracket] \\
\llbracket x \rrbracket_\sigma &= (x, \sigma) 
\end{align*}
$$

where the auxiliary mapping $\llbracket \cdot \rrbracket'$ maps denotables to storables.

This compositional encoding maps the explicit declaration of a reference in a let expression to an implicit declaration of a location in the store. The resulting store-based combinatory terms can therefore also be interpreted as term graphs:

**Definition 111** (interpreting store-based combinatory terms as term graphs). For any translated store-based term $(x, \sigma)$, its term graph $\gamma(x, \sigma)$ over the function symbols $I$, $K$, $S$, and $A$ is defined as follows:

- $N(x, \sigma)$ is the set of declared locations in $\sigma$.
- $\text{lab}(x, \sigma)$ is defined on the contents of a location (i.e., a storable term): for a combinator, it yields the respective function symbol $I$, $K$ or $S$; for a combination, it yields the application symbol $A$; and for a location, it yields the result of applying $\text{lab}(x, \sigma)$ to this location, which in effect acts as an alias for a node.
- $\text{succ}(x, \sigma)$ is defined on the contents of a location: for a combination, it yields the corresponding pair of locations, and for everything else, the empty tuple.
- $r(x, \sigma)$ is the root of the store-based term, i.e., $x$.

**Proposition 112** (equivalence of term graphs). The term graph of any closed let-based combinatory term, $t$, coincides with the term graph of the corresponding store-based combinatory term, $\llbracket t \rrbracket_\sigma$, for any $\sigma$, i.e., $\gamma(t) \equiv \gamma(\llbracket t \rrbracket_\sigma)$.

**Proof.** By induction on $t$, using a sub-induction on denotable terms.

10.4.1 A reduction semantics

**Axioms** An axiom is of the form $(x, \sigma) \rightarrow (x', \sigma')$ where $x$ and $x'$ are the left and right root respectively. For such an axiom, a redex is a pair $(x'', \sigma'')$ together with a renaming of locations defined by a structure-preserving function on storable terms, $\pi$, such that:

$$
\pi(x) = x'' \text{ and } \forall y \in \text{dom}(\sigma) \cdot \pi(\sigma(y)) = \sigma''(\pi(y))
$$

\[\text{Again, this application is well behaved since translated terms are acyclic.}\]
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(I) \((x_0, \sigma[x_1 := I][x_0 := y_0]) \rightarrow (x_0, \sigma[x_1 := I][x_0 := y_0])\)

(K) \((x_0, \sigma[x_2 := K]) \rightarrow (x_0, \sigma[x_2 := K])\)

(S) \((x_0, \sigma[x_3 := S]) \rightarrow (x_0, \sigma[x_3 := S])\)

(loc_1) \((x_0, \sigma[x_0 := x_1]) \rightarrow (x_1, \sigma[x_0 := x_1])\)

(loc_2) \((x_0, \sigma[x_0 := x_1]) \rightarrow (x_1, \sigma[x_0 := x_1][x := x_1 y])\)

where \(x\) is reachable from the graph root

and \(\sigma(x) = x_0 y\) for some \(y\)

Figure 10.9: Reduction semantics for store-based combinatory graph reduction: axioms

In words, the renaming must map the left root to the root of the redex, and any location in the store of the axiom must have a corresponding location in the store of the redex. As before, we write \(\sigma[x := s]\) for a store mapping the location \(x\) to the storable term \(s\).

The axioms are displayed in Figure 10.9. They assume that there is a path from the graph root to the redex root. This assumption mirrors the decomposition conditions in the axioms of Figure 10.6. Consequently, the location axiom is split in two cases: one if the redex root is a store-based term, corresponding to a decomposition into the empty def-use chain, and one if the redex root is not the graph root, corresponding to a decomposition into a non-empty def-use chain.

The notion of reduction on store-based terms is \(\mathcal{H}\):

\[\mathcal{H} = (I) \cup (K) \cup (S) \cup (loc_1) \cup (loc_2)\]

**Recomposition** The recomposition of an ancestor stack with a store-based term relocates the root of the graph:

\[
\begin{align*}
\langle [], x, \sigma \rangle_{\text{stack}} \overset{\text{rec}}{\rightarrow} (x, \sigma) \\
\langle x_0, x, \sigma \rangle_{\text{stack}} \overset{\text{rec}}{\rightarrow} (x', \sigma)
\end{align*}
\]

**Definition 113** (recomposition of ancestor stacks with store-based terms). An ancestor stack \(a\) is recomposed with a store-based term \((x, \sigma)\) into a store-based term \((x', \sigma)\) whenever \((a, x, \sigma)_{\text{stack}} \overset{\text{rec}}{\rightarrow} (x', \sigma)\) holds.
Decomposition

Decomposition is much as in Section 10.2 though we have further specialized it with respect to store-based terms. The search previously done at call time is now done at call time. Starting from the root location, \( x \), we recursively search for a redex, incrementally constructing an ancestor stack for \( x \). If we do not find any redex, the term is in \( \mathcal{H} \)-normal form. Figure 10.10 displays this search as a transition system:

Definition 114 (decomposition). The decomposition relation, \( \downarrow_{\text{dec}} \), is the transitive closure of \( \downarrow_{\text{dec}} \). (See Figure 10.10)

As in Section 10.2.1, decomposition can be refunctionalized to a total and compositional function. Formally:

Property 115 (vacuous decomposition of normal forms). For any \( (x, \sigma) \in \mathcal{H} \cdot \text{nf} \),

\[
\langle x, \sigma(x), [ \ ], \sigma \rangle_{\text{sto}} \downarrow_{\text{dec}}^* \langle (x, \sigma) \rangle_{\text{nf}}
\]

Property 116 (unique decomposition of non-normal forms). For any \( (x, \sigma) \notin \mathcal{H} \cdot \text{nf} \),

\[
\langle x, \sigma(x), [ \ ], \sigma \rangle_{\text{sto}} \downarrow_{\text{dec}}^* \langle a, (x', \sigma) \rangle_{\text{dec}}
\]

where \( (x', \sigma) \) is the left-most outermost redex of \( (x, \sigma) \) and \( a \) is the ancestor stack from \( x \) to \( x' \).

One-step reduction

Performing one contraction in a term that is not in \( \mathcal{H} \)-normal form is defined as (1) locating a redex and its context through a number of decomposition steps according to the reduction strategy, (2) contracting this redex, and (3) recomposing the resulting contractum into the context:

Definition 117 (standard one-step reduction). For any \( (x, \sigma) \),

\[
(x, \sigma) \mapsto_{\mathcal{H}} (x', \sigma') \text{ iff } \begin{cases} 
\langle x, \sigma(x), [ \ ], \sigma \rangle_{\text{sto}} \downarrow_{\text{dec}}^* \langle a, (x'', \sigma) \rangle_{\text{dec}} \\
((x'', \sigma), (x'''', \sigma')) \in \mathcal{H} \\
\langle a, x'''', \sigma' \rangle_{\text{stack}} \downarrow_{\text{rec}} (x', \sigma')
\end{cases}
\]
Reduction-based evaluation  The standard reduction-based evaluation is defined as
the iteration of the standard one-step reduction. It thus enumerates the reduction se-
quence of any given program:

Definition 118 (standard reduction-based evaluation). Standard reduction-based eval-
uation, \( \rightarrow^*_S \), is the transitive-reflexive closure of standard one-step reduction, \( \rightarrow_S \).

The standard reduction of let-based combinatory terms (Definition 106) is bisimilar to
the standard reduction of store-based combinatory terms (Definition 117):

Proposition 119 (bisimilarity of one-step reduction). For any let-based term \( t \) and store-
based term \((x, \sigma)\) such that \( \gamma(t) \equiv \gamma(x, \sigma) \),

\[ t \rightarrow t' \iff (x, \sigma) \rightarrow_{\rightarrow^*_S} (x', \sigma') \]

and \( \gamma(t') \equiv \gamma(x', \sigma') \).

The proof of Proposition 119 makes use of the following lemmas:

Lemma 120 (decomposition lookup). For any let-based term \( t = E[C[x]] \),

\[ \langle E, (x, [ ], C) \rangle_{cont} \downarrow^*_\text{dec} \langle x, d, E_0, C, E' \rangle_{\text{den}} \]

where

\[ \langle C, x \rangle_{\text{chain}} \uparrow_{\text{rec}} C[x] \]
\[ \langle E_0, C[x] \rangle_{\text{oi}} \uparrow_{\text{rec}} E_0[C[x]] \]
\[ \langle E', \text{let } x = d \text{ in } E_0[C[x]] \rangle_{\text{oi}} \uparrow_{\text{rec}} t \]

Proof. By induction on \( E \) \( \square \)

Lemma 121 (decomposition invariance). Let \( \approx \) be a binary relation between den-states and sto-states defined by:

\[ \langle x, d, E_0, C, E \rangle_{\text{den}} \approx \langle x, s, a, \sigma \rangle_{\text{sto}} \text{ iff } \gamma(E[t]) \equiv \gamma(r_t, \sigma) \]

where \( t = \text{let } x = d \text{ in } E_0[C[x]] \), and

\[ \langle C, x \rangle_{\text{chain}} \uparrow_{\text{rec}} C[x] \]
\[ \langle E_0, C[x] \rangle_{\text{oi}} \uparrow_{\text{rec}} E_0[C[x]] \]
\[ \langle E, t \rangle_{\text{oi}} \uparrow_{\text{rec}} E[t] \]
\[ \langle a, x, \sigma \rangle_{\text{stack}} \uparrow_{\text{rec}} (r_t, \sigma) \]

If \( \langle x, d, E_0, C, E \rangle_{\text{den}} \approx \langle x, s, a, \sigma \rangle_{\text{sto}} \), then

\[ \langle x, d, E_0, C, E \rangle_{\text{den}} \downarrow^*_\text{dec} \langle x', d', E_0', C', E' \rangle_{\text{den}} \]
\[ \langle x, s, a, \sigma \rangle_{\text{sto}} \downarrow^*_\text{dec} \langle x', s', a', \sigma \rangle_{\text{sto}} \]

where \( \langle x', d', E_0', C', E' \rangle_{\text{den}} \approx \langle x', s', a', \sigma \rangle_{\text{sto}} \).

Proof. By case analysis on den-states using sub-induction for recompositions and using
Lemma 120 for the combination case. \( \square \)
Lemma 122 (sub-graph contraction). If $\gamma(t) \subseteq \gamma(x, \sigma)$ and $(a, x, \sigma)_{\text{stack}} \downarrow_{\text{rec}} (r_t, \sigma)$, then

$$(t, t') \in \mathcal{G} \iff ((x, \sigma), (x', \sigma')) \in \mathcal{H}$$

where $\gamma(t') \subseteq \gamma(x', \sigma')$, $(a, x', \sigma')_{\text{stack}} \downarrow_{\text{rec}} (r_t, \sigma')$, and $\forall y \in N_{(x, \sigma)} \cap N_t \cdot \sigma(y) = \sigma'(y)$.

Proof. By case analysis on the axioms using sub-induction for recomposition.

Proposition 124 (full correctness). For any program $(x, \sigma)$,

$$(x, \sigma) \rightarrow^*_{\text{step}} (x', \sigma') \wedge (x', \sigma') \in \mathcal{H}\text{-}nf \iff (x, \sigma(x), [\ ], \sigma)_{\text{sto}} \rightarrow^*_{\text{step}} ((x', \sigma'))_{\text{nf}}$$

Proof. Correctness of refocusing and transition compression.
10.3 with cyclic constructs. In this section, we briefly cover extending the semantics for the preprocessed terms of Section 10.3. We assume that the store-based abstract machine coincides with that of Turner’s SK-reduction machine. We have derived a store-based abstract machine. The structure of this store-based abstract machine coincides with that of Turner’s SK-reduction machine.

10.5 The Y Combinator

In this section, we briefly cover extending the semantics for the preprocessed terms of Section 10.3 with cyclic constructs. More precisely, we add a fixed-point combinator Y as traditionally specified by the equation \( Yt = t(Yt) \). This equation exhibits two types of duplication:

1. the duplication of non-recursive subterms, in this case \( t \); and
2. the duplication of locally recursive subterms, in this case \( Yt \).

Both types of duplication can be avoided using graphs, and these graphs can be represented syntactically. To syntactically capture the sharing of non-recursive subterms, we can use let expressions as shown in the previous sections. To syntactically capture the sharing of locally recursive subterms, we enrich the def-use chains with a letrec construct for local recursive declarations, letrec \( x = d \) in \( t \), where the denoted term, \( d \), can refer to

11The implementation in ML is available at: [http://www.zerny.dk/syntactic-graph-reduction.html](http://www.zerny.dk/syntactic-graph-reduction.html)
its reference, \( x \), recursively. This “tying of the knot,” to paraphrase Landin, is realized by the following axiom:

\[
\begin{align*}
(Y) \quad & \text{let } x_1 = Y \text{ in } \\
& E_1[\text{let } x_0 = x_1 y_0 \text{ in } E_0[C[x_0]]] \quad \rightarrow \quad \text{let } x_1 = Y \text{ in } \\
& E_1[\text{letrec } x_0 = y_0 x_0 \text{ in } E_0[C[x_0]]]
\end{align*}
\]

Instead of containing a new subterm of the form \( Y t \), the contractum recursively refers to itself through the recursive declaration \texttt{letrec}. The contractum thus shares the recursively defined subterm \( Y t \).

Cyclic terms raise a new issue: naive contraction can bring references out of the scope of their definitions. A correct treatment is thus to \( \lambda \)-lift \([72, 121]\) the cyclic definition so it can be referred to lexically in the contractum.

This situation arises in the \((S)\) axiom. Consider the following redex and its contraction according to the \((S)\) axiom of Figure 10.6:

\[
\begin{align*}
& \text{let } x_3 = S \text{ in } \\
& E_3[\text{let } x_2 = x_3 y_2 \text{ in } E_2[\text{let } x_1 = x_2 y_1 \text{ in } E_1[\text{letrec } x_0 = x_1 x_0 \text{ in } E_0[C[x_0]]]]] \\
& \rightarrow \quad \text{let } x_3 = S \text{ in } \\
& E_3[\text{let } x_2 = x_3 y_2 \text{ in } E_2[\text{let } x_1 = x_2 y_1 \text{ in } E_1[\text{let } x_4 = y_2 x_0 \text{ in } \text{letrec } x_0 = x_4 x_5 \text{ in } E_0[C[x_0]]]]]
\end{align*}
\]

Here the contractum contains two occurrences of \( x_0 \) that are out of scope. This scoping issue is solved by \( \lambda \)-lifting the recursive binding:

\[
\begin{align*}
& \text{let } x_3 = S \text{ in } \\
& E_3[\text{let } x_2 = x_3 y_2 \text{ in } E_2[\text{let } x_1 = x_2 y_1 \text{ in } E_1[\text{letrec } x_0 = x_1 x_0 \text{ in } E_0[C[x_0]]]]] \quad \rightarrow \quad \text{let } x_3 = S \text{ in } \\
& E_3[\text{let } x_2 = x_3 y_2 \text{ in } E_2[\text{let } x_1 = x_2 y_1 \text{ in } E_1[\text{letrec } x_6 = x_1 x_6 \text{ in } \text{let } x_4 = y_2 x_6 \text{ in } \text{let } x_5 = y_1 x_6 \text{ in } \text{let } x_0 = x_4 x_5 \text{ in } E_0[C[x_0]]]]]
\end{align*}
\]

where \( x_4 \) and \( x_5 \) are fresh

This solution does maintain proper scoping, but it still suffers from the same duplication of locally recursive subterms as we started out with. If \( x_6 \) is needed, the same contraction will again take place instead of reusing the contractum just obtained. In other words, we would like to tie another knot.

**From knot to Gordian knot** We further enrich the def-use chains with a \texttt{letrec} construct for local and mutually recursive declarations. The example from before can then
be restated as follows:

\[
\begin{align*}
\text{let } x_3 &= S \text{ in } \\
E_3[\text{let } x_2 &= x_3 y_2 \text{ in } \\
E_2[\text{let } x_1 &= x_2 y_1 \text{ in } \\
E_1[\text{letrec } x_0 &= x_1 x_0 \text{ in } \\
E_0[\text{C}[x_0]]]]
\end{align*}
\]

\[
\rightarrow \begin{align*}
\text{let } x_3 &= S \text{ in } \\
E_3[\text{let } x_2 &= x_3 y_2 \text{ in } \\
E_2[\text{let } x_1 &= x_2 y_1 \text{ in } \\
E_1[\text{letrec } x_4 &= y_2 x_0 \\\n\quad x_5 &= y_1 x_0 \\\n\quad x_0 &= x_4 x_5 \text{ in } \\
E_0[\text{C}[x_0]]]]
\end{align*}
\]

where \(x_4\) and \(x_5\) are fresh.

Adding mutually recursive definitions makes it possible to share more subgraphs. Indeed, in his PhD thesis, Blom [33, Section 4.5] describes how increasing the number of mutually recursive definitions strictly increases expressible sharing.

Now that terms are cyclic, special care must be taken when defining their interpretation as term graphs. In contrast to Definition 105, the definition of \(\text{lab}\) must map any reference, \(t = x\), that is part of a cyclic chain of references\(^\text{12}\) to a term graph of undefined value, e.g., the fixed point of \(I\). For example, consider the reduction of \(Y I\):

\[
\begin{align*}
\text{letrec } x_2 &= Y & \rightarrow & \text{letrec } x_2 &= Y & \rightarrow & \text{letrec } x_2 &= Y \\
\quad x_1 &= I \\
\quad x_0 &= x_2 x_1 & \rightarrow & \quad x_1 &= I \\
\quad x_0 &= x_1 x_0 & \rightarrow & \quad x_0 &= x_0 \\
in x_0 & \rightarrow & \quad in x_0 & \rightarrow & \quad in x_0
\end{align*}
\]

The rightmost reduct in the above reduction sequence does not contain a redex. Indeed, our decomposition function as defined for acyclic terms would diverge if applied to such a cyclic term. Following tradition, we reduce these problematic cyclic terms to a “black hole” value in our syntactic theory of cyclic graph reduction using \text{letrec}. For a syntactic theory of the cyclic call-by-need \(\lambda\)-calculus using \text{letrec}, we refer the reader to Ariola and Felleisen’s work [1997] and to Nakata and Hasegawa’s work [2009].

In any case, after specifying the syntactic treatment of cyclic programs, the story is once again compellingly simple: as in Sections [10.2.2, 10.3.2 and 10.4.2], an abstract machine can be calculated directly from the reduction semantics. The resulting machine is larger but the derivation applies.

10.6 Related work

It has long been noticed that combinators make it possible to do without variables. For example, in the 1960s, Robinson outlined how this could be done to implement logics [181]. However, it took Turner to realize in the 1970’s that (1) combinatory graph reduction could be implemented efficiently, and (2) combinatory graph reduction provides an efficient implementation technique for lazy functional languages [209]. Turner’s work ignited a culture of implementation techniques in the 1980’s [159], whose goal in retrospect can be characterized as designing efficient big-step graph reducers.

---

\(^{12}\)By a cyclic chain of references, we mean any series of references for which one points back to a previous element in the chain and without any intermediate occurrence of a combination anywhere in the chain. Whether a reference is part of a such a cyclic chain is a decidable property.
Due to the increased interest in graph reduction, Barendregt et al. \cite{24} developed term graphs and term-graph rewriting. Their work has since been used to model languages with sharing and to reason about program transformations in the presence of sharing \cite{11,100,118,126,168}. Later work by Ariola and Klop \cite{13} provides an equational theory for term-graph rewriting with cycles, a topic further developed by Blom \cite{33} in his PhD thesis and since by Nakata and Hasegawa \cite{152}.

Over the 2000’s, the first author and his students have investigated off-the-shelf program-transformation techniques for inter-deriving semantic artifacts \cite{5,70,222}. The present work is an outgrowth of this investigation.

\section*{10.7 Conclusion and future work}

Methodologically, mathematicians who wrote about their art (Alexandre Grothendriek, Jacques Hadamard, Paul Halmos, Godfrey H. Hardy, Donald E. Knuth, John E. Littlewood, and George Pólya for example) clearly describe how their research is typically structured in two stages: (1) an exploratory stage where they boldly move forward, discovering right and left, and (2) a descriptive stage where they retrace their steps and revisit their foray, verify it, structure it, and put it into narrative shape. As far as abstract machines are concerned, tradition has it to seek new semantic artifacts, which is characteristic of the first stage. Our work stems from this tradition, though by now it subscribes to the second stage as we field-test our derivational tools.

The present article reports our field test of combinatory graph reduction. Our main result is that representing def-use chains using reduction contexts and let expressions, which, in retrospect, is at the heart of Ariola et al.’s syntactic theory of the call-by-need \(\lambda\)-calculus, also makes it possible to account for combinatory graph reduction. We have stated in complete detail three reduction semantics and have derived three storeless abstract machines. Interpreting denotable entities as storable ones in a global store, we have rediscovered David Turner’s graph-reduction machine.

Currently, we are inter-deriving natural semantics that correspond to the abstract machines. We are also adding literals and strict arithmetic and logic functions, as well as garbage-collection rules such as the following one:

\[
\text{let } x = d \text{ in } t \rightarrow t \quad \text{if } x \text{ does not occur in } t
\]

We are also wondering which kind of garbage collector is fostered by the nested let expressions of the syntactic theories and also the extent to which its references are akin to Curry’s apparent variables \cite{52}.
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Chapter 11

A logical correspondence between abstract machines and natural semantics

Joint work with Robert J. Simmons.

Abstract

We present a logical correspondence between natural semantics and abstract machines. This correspondence enables the mechanical and fully-correct construction of an abstract machine from a natural semantics. Our logical correspondence mirrors the Reynolds functional correspondence but places it within the domain of a logical framework. Natural semantics and abstract machines are instances of substructural operational semantics. As a byproduct, using a substructural logical framework, we bring concurrent and stateful models into the domain of the logical correspondence.

11.1 Introduction

The literature contains numerous specifications of formal semantics and therefore many proposals for relating them. These relations are stated using a diversity of methods and methodologies. To the best of the authors’ knowledge, the only methodology to have seen repeated use outside the work of its inventors [10, 17, 175, 193] is the Reynolds functional correspondence [5, 176].

Our goal [198, 224] is to develop a logical counterpart to this functional correspondence. We want it to be formal, mechanizable, and widely applicable.

Logic provides adequate means for the specification of programming-language semantics in general [108]. In other words, logical specifications are formal objects that can be stated and proved in one-to-one correspondence with ‘informal’ semantic objects. Specifically, substructural logics provide an expressive specification language for concurrent and effectful systems [165, 218].
In this paper, we present a method for relating natural semantics with abstract machines within a logical framework. Following tradition \[45, 123\], we interpret Horn-clause specifications of a natural semantics as a logic program. The resulting logic program is then transformed in several steps to make its operational behavior explicit. These steps mirror steps in the functional correspondence, yet the transformations have been developed independently and for other purposes. Indeed, this operationalization is an instance of a more general theorem relating backwards-chaining and forwards-chaining proof search.

**Outline** Section 11.2 motivates the use of different semantic styles with a discussion of related work and the introduction of a simple call-by-value language which will be our running example throughout. Section 11.3 describes the logical interpretation of natural semantics. Section 11.4 describes the logical interpretation of abstract-machine semantics. Section 11.5 establishes the correspondence between these interpretations in terms of two generally correct transformations on specifications, operationalization (Section 11.5.1) and defunctionalization (Section 11.5.2), as well as the prototype implementation of these transformations (Section 11.5.3). Section 11.6 discusses nondeterminism and its relation to proof-search interpretations. Section 11.7 puts the present work in perspective with discussions on type safety (Section 11.7.1), destination passing style (Section 11.7.2), abstract interpretation (Section 11.7.3), and inverse correspondences (Section 11.7.4).

### 11.2 Accounting for divergence and failure

We start by illustrating the difference in expressiveness of a natural semantics compared to an abstract machine with the problem of distinguishing divergence from failure. This problem will serve as our running example throughout, being simple and concise. However, the development holds in general even for complicated languages with complex control, such as call by need, as discussed in Section 11.5.3.

Expressions are $\lambda$-terms in addition to an extra nonsense term, here denoted by junk. As usual, syntactic values are $\lambda$-abstractions, and contexts are a list of application frames.
11.2. Accounting for divergence and failure

terminated by the empty frame halt:

\[
\begin{align*}
  e & ::= x | \lambda x.e | e_1 e_2 | \text{junk} \\
  v & ::= \lambda x.e \\
  k & ::= \text{halt} | k; \square e_2 | k; (\lambda x.e) \square
\end{align*}
\]

We give two semantics for call-by-value (CBV) evaluation: Figure 11.1 defines a big-step semantics in the form of a natural semantics \([45, 123]\); Figure 11.2 defines a small-step semantics in the form of an abstract machine. Common to these specifications is the appearance of being specified by the same logical tool: \textit{inductive definitions}. However, their means of characterization are very different.

Consider the term \(\omega = (\lambda x.x x)(\lambda x.x x)\). The abstract machine can characterize developments of \(\omega\). The natural semantics cannot find a \(v\) such that \(\omega \Downarrow v\) is derivable. As a small-step semantics the abstract machine can characterize how \(((\lambda x.x x)\text{junk})\) goes wrong. As a big-step semantics the natural semantics cannot find a \(v\) such that \(((\lambda x.x x)\text{junk}) \Downarrow v\) is derivable. Working with the natural semantics, therefore, we cannot express which programs can go wrong, should we for example wish to show that they are outside a set of well-typed programs that includes non-terminating programs.

One solution to this inexpressibility is to introduce an additional big-step predicate that characterizes how evaluation can go wrong. Another solution is to characterize the set of incomplete derivations that operationally correspond to stuck states. In both cases, this doubles the size of the specification and is fragile. Nothing prohibits writing an incorrect specification. This fragility is a known obstacle to proving type soundness with natural-semantics specifications. Several efforts have been made to ameliorate this situation:

A \textbf{coinductive representation} Based on the work of Cousot and Cousot \([50]\), Leroy and Grall strengthened the expressive power of a big-step semantics \([137]\) by using coinductive definitions. Similarly, Danielsson used the partiality monad to account for divergence \([54]\). Both solutions require inventing a new semantics in a new semantic notation and require much of the same duplication as is the case for a natural semantics, e.g., inductive rules for converging computations and coinductive rules for diverging computations. In contrast, we use established logics to represent established semantic notations and the result, a substructural specification of an abstract machine, represents an artifact of considerable expressiveness, e.g., as a transition relation for a collecting semantics \([49]\).

A \textbf{functional representation} Based on Reynolds’s seminal work on definitional interpreters \([176]\), Danvy et al. have shown how semantic specifications can be inter-derived \([5, 7, 8, 27, 62]\). Their method is to represent the semantic artifacts as functional programs and to inter-derive these functional representations using off-the-shelf and fully-correct program transformations, thereby subsuming the practice of reinventing new semantics on a case-by-case basis. Subsequent work has shown this correspondence to be widely applicable, including applications to algorithms in general \([76]\), to languages with computational effects \([8]\), to properly tail-recursive stack inspection \([27]\), to lazy evaluation \([7, 77]\), and logic \([32, 175]\). We present a logical correspondence inspired by this work where the logical interpretations of the semantic artifacts are adequate and formally specified within a logical framework.
11. A logical correspondence between abstract machines and natural semantics

A logical representation  The phrase “natural semantics” was introduced in the TYPOL compiler which translated natural semantics specifications to logic programs in Prolog [45]. The LF logical framework [110] and the logic-programming interpretation given by Elf [161] follow the same tradition, representing natural semantics as an inductive definition and interpreting it operationally by a proof-search procedure. Both Hannan and Miller [106] and Ager [3] derive abstract machines by representing a natural semantics as a logical specification, in λProlog and L-attributed grammars respectively, and then applying logical transformations. Our work follows this tradition of interpreting logical specifications and assigning operational behavior by means of proof search. Furthermore, our transformations yields substructural specifications within a logical framework that supports stateful and concurrent features [165, 198].

11.3 Natural semantics as logic programs

This section makes precise the on-paper inductive definitions that define a natural semantics. Concretely, we follow the LF methodology and require adequate encodings of the syntactic and deductive apparatus in the logical framework LF [110]. These encodings enable formal reasoning with the support of mechanical verification [109]. The methodology of adequate encoding is generally applicable and well-covered elsewhere. In this section, we present adequate LF encodings of our specific running examples: the expressions of the λ-calculus and the natural semantics from Figure 11.1.

In Section 11.3.1, we present and discuss an LF signature as a logical artifact that adequately encodes the natural semantics in Figure 11.1. In Section 11.3.2, we informally describe how our logical artifact can be given an alternative operational interpretation as proof search.

11.3.1 Encoding

The encoding of a natural semantics into LF consists of two parts: first, we must provide an encoding of the informal syntax and judgments of our object language into representations in LF, and second, we must show these encodings adequate.

The syntax of λ-expressions from the introduction is represented by canonical forms of type exp under the following LF signature.

```
exp: type.
lam: (exp → exp) → exp.
app: exp → exp → exp.
junk: exp.
```

In words, λ-expressions are represented by the LF type exp and this type is given three formation rules:

1. lam takes an LF term of function type exp → exp and forms an expression in exp that represents a λ-abstraction;
2. app takes two LF terms of type exp and forms an expression in exp that represents a λ-application; and
3. junk takes no LF terms and forms an expression in exp that represents the extra nonsense term.
This encoding uses higher-order abstract syntax, i.e., it uses abstraction and substitution of the defining language to represent abstraction and substitution of the defined language. The LF framework is designed to provide this substitution mechanism together with a suitable meta-theory to state and prove that the encoding is adequate with respect to our ‘informal’ BNF presentation of expressions.

**Theorem 125** (Adequacy for terms). Up to α-equivalence, there is a bijection between expressions e (with free variables in the set \{x_1, \ldots, x_n\}) as defined in the introduction and canonical \((β\text{-normal, } η\text{-long})\) LF terms M such that \(x_1 : \text{exp}, \ldots, x_n : \text{exp} \vdash M : \text{exp}\).

We write this bijection as \(\text{Γe} = M\). We also need to know that substitution as defined over LF terms coincides with the definition of substitution that we refer to in our various operational semantics.

**Theorem 126** (Compositionality for terms). For all \(e_1\) and \(e_2\), if x is not free in \(e_2\) then \(\text{Γ}[e_2/x] = \text{Γ}[e_1]/[\text{Γ}[e_2]/x]\).

Harper and Licata prove a close analogue of these two theorems in great detail in [109, Section 3.2.2].

Having adequately encoded terms, we next use the dependent types of LF to encode the judgment \(e \Downarrow v\) as the dependent type family \(\text{ev} \downarrow \text{Γe} \downarrow \text{Γv}\) that takes two arguments of type \text{exp}, following the LF encoding principle of judgments as types [110].

\[
\text{ev} : \text{ev} (\text{lam } \lambda x. \text{E} x) (\text{lam } \lambda x. \text{E} x).
\]

\[
\text{evapp} : \text{ev} (\text{app } \text{E} _1 \text{E} _2) \text{V} \leftarrow \text{ev } \text{E} _1 (\text{lam } \lambda x. \text{E} x) \leftarrow \text{ev } \text{E} _2 \text{V} _2 \leftarrow \text{ev } (\text{E} \text{V} _2) \text{V}.
\]

The specification above uses the syntactic sugar of backwards-facing implication, which makes the rules read more like Prolog programs. More specifically, the LF type \(M \leftarrow N_1 \leftarrow \ldots \leftarrow N_n\) is syntactic sugar for \(N_n \rightarrow \ldots \rightarrow N_1 \rightarrow M\). Capital letters such as \(E_1\) and \(E_2\) are variables that are universally quantified implicitly over the entire rule.

Proofs constructed using the rules for natural semantics, as given in Figure 11.1, correspond to LF terms of type \(\text{ev} N_e N_v\) for some \(N_e\) and \(N_v\). This correspondence is made precise by the following theorem:

**Theorem 127** (Adequacy for the natural semantics). Up to α-equivalence, there is a bijection between derivations \(D\) of the judgment \(e \Downarrow v\) and canonical LF terms M such that \(\vdash M : \text{ev} \downarrow \text{Γe} \downarrow \text{Γv}\).

Adequacy theorems of this form proceed by straightforward induction, and are thoroughly covered elsewhere [109, Section 3.4]. There are no analogues to compositionality with natural semantics, and so this completes the LF encoding of our natural semantics from Figure 11.1. This is a standard methodology in the context of the Twelf meta-logical framework, and has been shown to be widely applicable.

### 11.3.2 Execution

We can operationalize a declarative specification in LF with a logic programming interpretation, as is done in the logical frameworks Elf [161] and Twelf [164]. The logic programming interpretation allows us to take an LF term M and attempt to find a term N such
that the dependent type \( \text{ev} M N \) is inhabited. By adequacy, this procedure is equivalent to taking the expression \( e \) (where \( M = \Gamma e \)) and attempting to produce an expression \( v \) (where \( N = \Gamma v \)) such that \( e \downarrow v \) is derivable. The following describes this search strategy:

- If \( e = \lambda x. e' \), derive \( \lambda x. e' \downarrow \lambda x. e' \) with the rule evlam.
- If \( e = e_1 e_2 \), attempt to derive \( e_1 e_2 \downarrow v \) using the rule evapp:

  1. Search for a \( v_1 \) such that \( e_1 \downarrow v_1 \) is derivable.
  2. Assert that \( v_1 = \lambda x. e' \) for some \( e' \); fail if it is not.
  3. Search for a \( v_2 \) such that \( e_2 \downarrow v_2 \) is derivable.
  4. Let \( e'' = e'[v_2/x] \)
  5. Search for a \( v \) such that \( e'' \downarrow v \) is derivable.
  6. If we succeed, we can derive \( e_1 e_2 \downarrow v \) using the rule evapp.

This procedural interpretation is not the default logic programming interpretation of Twelf or Prolog, because it does not account for backtracking search. Because CBV evaluation in the \( \lambda \)-calculus is deterministic, backtracking is irrelevant, but we will return to this point in Section 11.6.

In the next section, we will describe an abstract machine that we claim is an implementation of this search procedure, and observe that it adequately encodes the abstract machine for the call-by-value \( \lambda \)-calculus from Figure 11.2. Then, in Section 11.5, we will support our claim by deriving the abstract machine from a sequence of generally applicable and provably correct transformations on logic programs.

11.4 Abstract machines as logic programs

In this section, we will describe a small-step abstract machine that adequately implements the search behavior described in Section 11.3.2. We could develop an on-paper formalism for these abstract machines, but rather than doing that, we will encode these abstract machines as another kind of logical specification, an ordered logical specification [165].

Like LF signatures, ordered logical specifications have a logic programming interpretation, but the two interpretations are rather different. The logic programming interpretation from the previous section was an instance of backward-chaining, Prolog-style logic programming, whereas the interpretation of ordered logic specifications is a generalization of forward-chaining, Datalog-style logic programming.

Ordered logical specifications are based on a first-order fragment of ordered linear logic [173], a substructural logic disallowing weakening, contraction, and exchange that dates back to Lambek’s categorial grammars [130]. For the fragment we will consider in this section, we only need to think of ordered logical specifications as a peculiar syntax for string rewriting rules. Informally, the proposition \( S_1 \cdot S_2 \) is a pattern describing concatenation: if the string \( \Delta_1 \) matches the pattern \( S_1 \) and the string \( \Delta_2 \) matches the pattern \( S_2 \), then the string \( \Delta_1 \Delta_2 \) matches the pattern \( S_1 \cdot S_2 \). Informally, the proposition \( S_1 \Rightarrow \{ S_2 \} \) is

---

1Twelf can specify this proof strategy by declaring the predicate \( \text{ev} \) to be deterministic. Prolog, along with most other logic programming languages, can specify this search strategy by using what are called cuts.
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Figure 11.3: Example trace of the ordered logical specification for a PDA

A string rewriting rule\(^2\) if the string $\Delta_1$ matches the pattern $S_1$, and the string $\Delta_2$ matches the pattern $S_2$, then this rule enables the transition step $\Delta_1 \Delta_1 \Delta_2 \Delta_2 \Rightarrow \Delta_1 \Delta_2 \Delta_2$.

We will illustrate ordered logical specifications first with a very simple example taken from [199]. Consider a push-down automaton (PDA) that reads a string of symbols left-to-right while maintaining and manipulating a separate stack of symbols. We can represent any configuration of the PDA as a string with three regions:

[ the stack ] [ the head ] [ the string being read ]

where the symbols closest to the head are the top of the stack and the symbol waiting to be read from the string. If we represent the head as a token $\text{hd}$, represent the open parenthesis "(" with the token $\text{left}$, and represent the closed parentheses ")" with the token $\text{right}$, then we can describe the behavior of a single-state push-down automaton for checking the proper nesting of parentheses with two rules:

\text{push}: \text{hd} \bullet \text{left} \rightarrow \{\text{left} \bullet \text{hd}\}
\text{pop}: \text{left} \bullet \text{hd} \bullet \text{right} \rightarrow \{\text{hd}\}

The first rule, push, lets us rewrite the string $(\Delta_1 \text{hd} \text{left} \Delta_2)$ to the string $(\Delta_1 \text{left} \text{hd} \Delta_2)$. The second rule, pop, lets us rewrite the string $(\Delta_1 \text{left} \text{hd} \text{right} \Delta_2)$ to the string $(\Delta_1 \text{hd} \Delta_2)$. The distinguishing feature of these rewriting rules is that they are local – they do not mention the entire stack or the entire string, just the relevant fragment of the beginning of the string and the top of the stack.

Execution of the PDA on a particular string of tokens then consists of (1) appending the token $\text{hd}$ to the beginning of the string, (2) repeatedly performing rewritings until no more rewrites are possible, and (3) checking to see if only a single token $\text{hd}$ remains. Figure 11.3 presents the series of states that arise from executing the PDA on the string "((()))". The $\text{hd}$ atomic proposition is underlined for emphasis.

Within an appropriately-designed ordered logical framework, it is possible to treat these sequences of rewriting rules as formal artifacts; we say that there is a step $\Delta_1 \Rightarrow \Delta_2$ if there is a single rule that allows us to rewrite the string $\Delta_1$ to the string $\Delta_2$, and we say that there is a trace $\Delta_1 \leadsto^* \Delta_2$ if it is possible to rewrite the string $\Delta_1$ to the string $\Delta_2$ with a series of zero or more steps. It is possible to assign proof terms to traces analogous to the proof terms we assigned to derivations [198], but we will not consider this here.

\(^2\)We use $\{\cdot\}$ for the lax modality of SLS [198]. For our purpose here, the notation can be regarded as part of the implication syntax.
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In general, $\Delta$ may have more interesting structure than the simple sequences we consider here. We will call these objects process states \([80]\), as they encode the state of some evolving system (such as a push-down automata). Formally, these process states are the hypothetical contexts of ordered linear logic.

11.4.1 Execution

We will now create an ordered logical specification that encodes the search procedure from Section 11.3.2.

As in the PDA example, we will use a stack encoded as a series of propositions. For reasons of presentation, the ordering of the stack will be reversed, and so this stack will be modified by adding and removing propositions from the left-hand-side of the stack – in the PDA example, the top of the stack was its right-hand side.

The general idea is that a trace $(\text{eval}(\Gamma \cdot e) \Delta \rightsquigarrow^* \text{ret}(\Gamma \cdot v) \cdot \Delta)$ indicates the presence of a derivation $e \Downarrow v$, so the left-most proposition in $\Delta$, if any, represents a continuation that spawned the evaluation of $e$ and needs to receive a $v$ to continue. We import expressions (terms of type $\text{exp}$) from the LF encoding, and define two atomic propositions $\text{eval}(\Gamma \cdot e)$ and $\text{ret}(\Gamma \cdot v)$, both of which take an argument of type $\text{exp}$.

Describing the execution behavior of the evlam rule is simple: we start in the state $\text{eval}(\Gamma \cdot \lambda x. e) \cdot \Delta$. Because $\lambda x. e \Downarrow \lambda x. e$ is immediately derivable, we can step immediately to $\text{ret}(\Gamma \cdot \lambda x. e) \cdot \Delta$.

The interpretation of the evlam rule requires some extra machinery. If we are in a state $\text{eval}(\Gamma \cdot e_1 e_2) \cdot \Delta$, then the search procedure from Section 11.3.2 indicates that we first should search for a $v_1$ such that $e_1 \Downarrow v_1$. In terms of our abstract machine, this translates to picking a $\Delta'$ and trying to find a trace $\text{eval}(\Gamma \cdot e_1) \cdot \Delta' \rightsquigarrow^* \text{ret}(\Gamma \cdot v_1) \cdot \Delta'$. We introduce a new atomic proposition $\text{cont}_\text{app1}(\Gamma \cdot e_2)$ that stores $e_2$ in on the top of the continuation stack, letting $\Delta' = \text{cont}_\text{app1}(\Gamma \cdot e_2) \cdot \Delta$, while we attempt to evaluate $e_1$ to a value.

If we ever complete a trace of this form:

$$
\text{eval}(\Gamma \cdot e_1) \cdot \text{cont}_\text{app1}(\Gamma \cdot e_2) \cdot \Delta \\
\rightsquigarrow^* \text{ret}(\Gamma \cdot v_1) \cdot \text{cont}_\text{app1}(\Gamma \cdot e_2) \cdot \Delta
$$

then we know there is a proof of $e_1 \Downarrow v_1$. Once that happens, we can proceed to check that $v_1$ has the form $\lambda x. e$ and evaluate $e_2$ to a value, storing the body of the function $\lambda x. e$ in another new atomic proposition $\text{cont}_\text{app2}(\lambda x. \cdot e)$. Note that this slight abuse of notation indicates that $\Gamma \cdot e$ is the encoding of $e$ where $x$ can occur free; the domain of $\text{cont}_\text{app2}$ is $\exp \rightarrow \exp$.

Then $\text{evapp1}$ is:

$$
\text{evapp1}: \text{ret}(\lambda x. \cdot E) \bullet \text{cont}_\text{app1} \cdot \text{E2} \\
\rightsquigarrow \{ \text{eval} \cdot \text{E2} \bullet \text{cont}_\text{app2} (\lambda x. \cdot E) \}.
$$

Finally, once a value $v_2$ returns to the left of the proposition $\text{cont}_\text{app2}(\lambda x. \cdot e)$, we know that in order to prove $e_1 e_2 \Downarrow v$ it suffices to prove $e[v_2/x] \Downarrow v$. 
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\begin{align*}
&\text{eval}(\lambda x. x)(\lambda y. y) \\
&\text{eval}(\lambda x. x) \quad \text{cont\_app1}(\lambda y. y) \\
&\text{retn}(\lambda x. x) \quad \text{cont\_app1}(\lambda y. y) \\
&\text{eval}(\lambda y. y) \quad \text{cont\_app2}(\lambda x. x) \\
&\text{retn}(\lambda y. y) \quad \text{cont\_app2}(\lambda x. x) \\
&\text{eval}(\lambda y. y) \\
&\text{retn}(\lambda y. y)
\end{align*}

Figure 11.4: Terminating evaluation of $(\lambda x. x)(\lambda y. y)$

\begin{align*}
&\text{eval}(\lambda x. x x)(\lambda y. y) \\
&\text{eval}(\lambda x. x x) \quad \text{cont\_app1}(\lambda y. y) \\
&\text{retn}(\lambda x. x x) \quad \text{cont\_app1}(\lambda y. y) \\
&\text{eval}(\lambda y. y) \quad \text{cont\_app2}(\lambda x. x x) \\
&\text{retn}(\lambda y. y) \quad \text{cont\_app2}(\lambda x. x x) \\
&\text{eval}(\lambda y. y) (\lambda y. y) \\
&\text{evapp2: retn V2 \ cont\_app2 (\lambda x. E x) \Rightarrow \{ \text{eval (E V2)} \}}.
\end{align*}

This completes our description of the search procedure from Section 11.3.2 as an ordered logical specification. Examples of this search procedure encoding evaluations that succeed, diverge, and go wrong are shown, respectively, in Figure 11.4, Figure 11.5, and Figure 11.6. In Section 11.5, we see that this specific abstract machine can be derived from the LF encoding of the natural semantics by a general compilation procedure from Horn clause logic programs to ordered logical specifications.

11.4.2 Encoding

Now that we have described an operational semantics for proof search as an ordered logical specification, we can observe that this ordered logical specification adequately encodes the abstract machine semantics in Figure 11.2, following the methodology used by Cervesato et al. \cite{42} and Schack-Nielsen \cite{183}.
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\[ \begin{align*}
\pi k \triangleright e^n &= \text{eval}(\gamma e^n) \; \pi k^n \\
\pi k \triangleleft v^n &= \text{retn}(\gamma v^n) \; \pi k^n \\
\pi \text{halt}^n &= \cdot \\
\pi k; \square e_2^n &= \text{cont}_\text{app1}(\gamma e_2^n) \; \pi k^n \\
\pi k; (\lambda x. e) \square^n &= \text{cont}_\text{app2}(\lambda x. \gamma e^n) \; \pi k^n
\end{align*} \]

Figure 11.7: Encoding of abstract machine states

We are trying to encode states of our abstract machine as process states in ordered logic. This encoding is defined by the functions \( \pi s^n \) and \( \pi k^n \) given in Figure 11.7, where \( s \) is an abstract machine state, either \( k \triangleright e \) or \( k \triangleleft v \). (Returning a value to \( k = \text{halt} \) represents a successfully completed computation.)

The strategy that we present here does not establish a one-to-one correspondence between abstract machines and process states, as we can talk about process states such as:

\[ \text{cont}_\text{app2}(\lambda x. \gamma x^n) \; \text{eval}(\gamma \lambda x. x^n) \; \text{cont}_\text{app2}(\lambda x. \gamma x^n) \]

that do not correspond correctly to abstract-machine states. As a result, the statement of adequacy must be slightly different.

**Theorem 128 (Preservation of adequacy for the abstract machine).** If \( \pi s^n \xrightarrow{\Delta} \), then there exists a unique \( s' \) such that \( \pi s'^n = \Delta \).

**Proof.** By case analysis on all possible transitions under the rules in Section 11.4.1.

**Theorem 129 (Adequacy for the abstract machine).**

\[ \pi s^n \xrightarrow{\Delta} \pi s'^n \iff s \xrightarrow{\Delta} s' \]

**Proof.** Both directions are established by case analysis: the reverse direction by case analysis on the definition in Figure 11.2 and the forward direction by case analysis on all possible transitions under the rules in Section 11.4.1.

### 11.4.3 Correctness

Just as the ordered logical specification in Section 11.4.1 can be derived from the natural-semantics specification in Section 11.3.1 by the compilation procedure for logic programs given in Section 11.5, the correctness properties in this section follow from the correctness of that compilation procedure, along with the relevant adequacy theorems.

For any pair of a natural semantics and an abstract machine we need two adequacy theorems: the adequacy theorem that mediates between the natural semantics and the LF specification, and the adequacy theorem that mediates between the ordered logical specification and the abstract machine.

**Theorem 130 (Success).** \( e \downarrow v \) if and only if \( \text{halt} \triangleright e \xrightarrow{\star} \text{halt} \triangleleft v \).

\(^3\text{An alternate approach, which allows for a one-to-one correspondence between abstract machine states and process states, is described in [198 Chapter 4]. This is beyond the scope of this paper, however.}\)
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Proof. For the forward direction, adequacy (Theorem 127) gives us a term $N$ such that \[ \vdash N : \text{ev} e \rightarrow^* \text{retn}(v) \], and completeness of the compilation procedure (Theorem 134 from Section 11.5.1 below) gives us a trace \[ \text{eval}(\downarrow e) \rightarrow^* \text{retn}(\downarrow v) \]. Then, adequacy (Theorem 129) gives us an abstract-machine trace \[ \text{halt} \rightarrow^* \text{halt} \leftarrow v \].

The backward direction is analogous, but using soundness of the compilation procedure (Theorem 133 from Section 11.5.1 below) instead of completeness.

From the successful execution of the ordered logical specification, we can therefore conclude that a proof in the natural semantics exists. The converse is not true in general. If a specification is nondeterministic (as discussed later in Section 11.6) it could be possible for the non-backtracking execution of the ordered logical specification to diverge and/or get stuck when nondeterminism is resolved in one way but to succeed when nondeterminism is resolved in a different way.

Given that our particular running example is, in fact, deterministic, we can make some slightly stronger statements about the relationship between our natural semantics and divergence and stuck states in the abstract machine.

Theorem 131 (Divergence). If \[ \text{halt} \rightarrow^* e \rightarrow^* \infty \] then there is no $v$ such that $e \downarrow v$.

Theorem 132 (Going wrong). If \[ \text{halt} \rightarrow^* e \rightarrow^* s \not\rightarrow^* \], then either $s = \text{halt} \leftarrow v$ or there is no $v$ such that $e \downarrow v$.

Proof. In both cases, the proof is by refutation: if there were a derivation of $e \downarrow v$, then we would have an abstract machine trace \[ \text{halt} \rightarrow^* e \rightarrow^* \text{halt} \rightarrow^* x \] by Theorem 130; this trace must differ from the trace that diverges or goes wrong at some point, which contradicts the determinism of CBV evaluation.

11.5 The logical correspondence

In this section, we will consider general transformations from Horn-clause logic programs to ordered logical specifications, and we will consider other transformations from ordered logical specifications to other ordered logical specifications. The composition of these transformations allows us to derive our abstract machine specification directly from our natural-semantics specification.

We begin by giving a more formal summary of both of our primary objects of interest: LF signatures on one hand, and ordered logical specifications on the other. We make certain issues, such as universal quantification, more explicit. Nevertheless, this is intended only to be a high-level overview and not a complete introduction.

**LF signatures** An LF signature $\Sigma_{LF}$ is defined as in [109], but we will deal with a restricted set of signatures here. First, because LF merrily conflates types that are intended to be interpreted as first-order data and types that are intended to be interpreted as logic programs, we will disambiguate the two by distinguishing the atomic LF types intended to be relevant to logic programming. We will call the types relevant to logic programming the *propositions*, and call the non-proposition types the *pure LF* types; pure LF terms are just terms of pure LF type. Propositions depend on pure LF types, but pure LF types must be independent of propositions.\(^4\)

\(^4\)This restriction is just a use-case of the theory of subordination [212].
Atomic propositions $Q$ have the form $(aN_1 N_2)$, where $N_1$ and $N_2$ must have some particular LF types $A_1$ and $A_2$, respectively.

Constructors of propositions are called rules and have the form

$$c: \forall x_1 : A_1 \ldots \forall x_n : A_n . \ Q_k \rightarrow \ldots \rightarrow Q_1 \rightarrow aN_0^- N_1^+$$

where the $A_i$ are all pure LF types and where $Q_i = a_i N_i^+ N_i^-$. The subscripts indicate the order in which the logic programming interpretation considers each term. The subscripts indicate the operational interpretation of atomic propositions as nondeterministic partial functions: plus designates input, and minus designates output. The rule that we would write in Twelf as:

$$\text{rule: } a \ X \ Z \leftarrow b \ X \ Y \leftarrow c \ Y \ Z$$

is reconstructed by Twelf into an LF signature declaration:

$$\text{rule: } \forall x : A_1 , \forall y : A_2 , \forall z : A_3 . \ c \ y \ z \rightarrow b \ x \ y \rightarrow a \ x \ z$$

for some pure LF types $A_1$, $A_2$, and $A_3$.

Rules must be well-moded which allows us to interpret $aN_1 N_2$ as a partial function from terms $N_1$ of type $A_1$ to terms $N_2$ of type $A_2$. In a rule, such as $c$ above, each of the variables $x$ must appear in one of the $k + 1$ atomic propositions (that is, in one of the $Q_i$ or in the head $(a_i N_i^+ N_i^-)$). Furthermore, whenever a variable $x_i$ occurs in $N_i^+$ (or occurs in a non-strict position in $N_i^-$), there must be a $N_j^+$ such that $j < i$ where $x_i$ occurs strictly.

**Ordered logical specifications** An ordered logical specification $\Sigma_0$ is similar to an LF signature; all the pure LF types and constants of an LF signature can also be contained in an ordered logical specification. An ordered logical specification also declares ordered propositions $P = pN$, where $N$ has some particular pure LF type $A$, and clauses which are defined in ordered logic according to the following BNF grammar:

$$\begin{align*}
\text{Clauses} & : = \forall x : A . D \mid S \Rightarrow \{ H \} \\
\text{Heads} & : = P \mid H \mathbin{\bullet} H \mid D \\
\text{Goals} & : = P \mid S \mathbin{\bullet} S
\end{align*}$$

Implicitly quantified variables work the same in ordered logical specifications as they did in LF: they are universally quantified on the outside. When we do write universal quantifiers explicitly in the examples below, we will omit the pure LF type annotation $A$, writing $\forall x . D$ instead of $\forall x : A . D$, as the type will always be clear from the context.

This language of ordered logical specifications has one significant addition relative to the language discussed in Section 11.4 and in [165], justified by the development in [198 Chapter 4]: we allow nested specifications where clauses appear in the heads of other clauses. These clauses can then appear in the context: a clause $P \Rightarrow \{ P' \mathbin{\bullet} D \}$, when it appears in the context, is a token that cannot satisfy any subgoal. Instead, it can only react to the presence of the ordered proposition $P$ immediately to the clause’s left. That is, the process state $\Delta_L , P \ (P \Rightarrow \{ P' \mathbin{\bullet} D \}) \ \Delta_R$ can rewrite to the process state $\Delta_L , P' \ D \ \Delta_R$. Figure 11.8 gives another example evolution.

---

1. LF has one proposition, $\Pi x : A A'$, that acts as both a universal quantifier $\forall x : A A'$ (when $x$ is free in $A'$) and as implication $A \rightarrow A'$ (when $x$ is not free in $A'$).

2. Strictness is defined in [163]; it is important in general, but is not relevant to our examples, so we omit a precise definition in this paper.
11.5. The logical correspondence

\[ p2(c) \ p1(c) \ (\forall x. p1(x) \Rightarrow [p2(x) \Rightarrow (p3(x))]) \ (p3(c) \Rightarrow [p4]) \]

\[ p2(c) \ (p2(c) \Rightarrow [p3(c)]) \ (p3(c) \Rightarrow [p4]) \]

\[ p3(c) \ (p3(c) \Rightarrow [p4]) \]

\[ p4 \]

Figure 11.8: Evolution of a process state containing nested rules

### 11.5.1 Operationalization

We translate a LF signature \( \Sigma_{lf} \) into an ordered logical specification \( \Sigma_0 \) as follows. The pure LF types and constants remain unchanged. For each defined proposition \( a \) that takes an input argument of type \( A_1 \) and an output argument of type \( A_2 \), we define two ordered propositions in the ordered logical specification: \( \text{eval}_a \), which takes an argument of type \( A_1 \), and \( \text{retn}_a \), which takes an argument of type \( A_2 \).

Every rule in the LF signature gets translated into a clause in the ordered logical specification. Given a rule:

\[ c: \forall x_1: A_1, \ldots, \forall x_n: A_n, Q_k \Rightarrow \ldots \Rightarrow Q_1 \rightarrow a N_0^{-} N_1^{+} \]

where each \( Q_i \) is \( a_i N_i^{-} N_i^{+} \), let \( \forall x_i D \) for \( 0 \leq i \leq k \) be a shorthand for writing a universal quantifier for each variable free in \( N_i^{-} \) that is not free in \( N_j^{-} \) for \( j < i \). Then, the corresponding clause in the ordered logical specification is:

\[ c: \forall x_0. \text{eval}_a N_0^{-} \Rightarrow \{[Q_1, \ldots, Q_k](a, N_{k+1}^{+}, \text{id})\} \]

where the function \( \llbracket \text{Args} \rrbracket(a, N_{k+1}^{+}, \sigma) \) is defined as follows:

\[
\llbracket \mathcal{N}_{k+1}^{+}, \sigma \rrbracket = \text{retn}_a(\mathcal{N}_{k+1}^{+}) \\
\llbracket (a, N_i^{-} N_i^{+}), \text{Args} \rrbracket(\mathcal{N}_{k+1}^{+}, \sigma) = \\
\text{eval}_a(\mathcal{N}_{k+1}^{+}) \bullet \\
(\forall x_i. \text{retn}_a(\mathcal{N}_{i}^{-}) \Rightarrow \{\llbracket \text{Args} \rrbracket(a, N_{k+1}^{+}, \sigma)\})
\]

Substitutions are partial, and \( \text{id} \) is just the empty substitution that leaves terms unchanged. If we were instead describing total substitutions, when we write \( \sigma \) in the recursive call above, we would instead need to write \( (\sigma, \overline{x_i / x_i}) \) to emphasize that the substitution accepts all the variables in \( x_i \) and returns them unchanged. Substitutions other than the identity substitution only come up as intermediate stages in the correctness proof.

The following is the output of this transformation on our running example, except that we leave outermost universal quantifiers implicit and just write eval and retn instead of eval\_ev and retn\_ev.

\[
eval: \text{eval (lam } \lambda x. \ E \ x) \Rightarrow \{\text{retn (lam } \lambda x. \ E \ x)\}.
\]

\[
evapp: \text{eval (app E1 E2)}
\]

\[
\Rightarrow \{\text{eval E1} \bullet \\
(\forall e. \text{retn (lam } \lambda x. \ e \ x) \\
\Rightarrow \{\text{eval E2} \bullet \\
(\forall e_2. \text{retn v_2) \\
\Rightarrow \{\text{eval (e v_2) \bullet \\
(\forall v. \text{retn v) \Rightarrow \{\text{retn v}\})})\})\})\}.
\]
Tail-recursion optimization

The rule \texttt{evapp} under the operationalization transformation contains an innermost clause, $\forall v. \text{retn} v \mapsto \{\text{retn} v\}$, that is essentially just the identity. It corresponds to the last stage in our proof search procedure where we searched for a $v$ such that $e[v_2/x] \Downarrow v$ – upon success, we could successfully return a $v$ such that $e_1 e_2 \Downarrow v$.

In work on the functional correspondence, it would be possible to observe at this point that this last call is tail-recursive. We can do the same in our logical correspondence, modifying this rule to be explicitly tail-recursive.

\texttt{evapp}: eval (app E1 E2) 
\[ \mapsto \{\text{eval E1} \bullet (\forall e. \text{retn} (\lambda x. e \ x) \mapsto \{\text{eval E2} \bullet (\forall v_2. \text{retn} v_2 \mapsto \{\text{eval (e v_2)})\})\}}\].

Such a modification on general ordered logical specifications is complete but is not sound in general, because these identity-like propositions can get in the way of other possible transitions. For instance, the following cannot transition to $d$:

\[ a (a \mapsto \{b \bullet (c \mapsto \{c\})\}) (b \mapsto \{d\}) \not\rightarrow^* d \]

whereas if we “tail-call optimize” the $(c \mapsto \{c\})$ proposition, we can transition all the way to $d$:

\[ a (a \mapsto \{b\}) (b \mapsto \{d\}) \mapsto b (b \mapsto \{d\}) \mapsto d \]

Essentially the same behavior can arise in ordered logical specifications that come from our compilation procedure, though the problem is at the level of terms, not types. The clause that results from compiling the rule $a X \text{false} \leftarrow b X Y \leftarrow a Y \text{false}$ contains the head $(\text{eval}_a(y) \bullet (\text{retn}_a(\text{false}) \mapsto \{\text{retn}_a(\text{false}))\}))$, which must be preserved so that the search fails if the subgoal returns true instead of false. It is sound to require that only heads of the form $(\forall x. \text{retn}_a(x) \mapsto \{\text{retn}_a(x))\})$ can be optimized as long as, for any well-typed term $t'$, there exists a substitution $\sigma$ such that $t' = t\sigma$.

Tail-call optimization can be represented by extending the definition of the operationalization function as follows:

$$\llbracket (a_n N_n^+ N_n^-) \rrbracket (a, N_{k+1}^+, \sigma) = \text{eval}_a(N_n^+ \sigma)$$

If $\text{retn}_a N_n = \text{retn}_a$ and $N_n^- = N_{k+1}^+ = x$, where $x \in \overline{x s_n}$.

Note that this branch of the definition overlaps with the second branch in the previous definition. This indicates that tail-recursion is an optimization that can be applied eagerly or not, as desired.

Parallel evaluation

Ordered logical specifications can be used to represent parallel computations: if there is more than one ordered proposition $\text{eval}(\tau e^-)$ or $\text{retn}(\tau v^-)$ in the process state that can both evolve by rewriting independent portions of the process state, then we can interpret those evolutions as happening in either order or simultaneously in parallel [165][218].
We can characterize parallel evaluation by further generalizing the operationalization transformation to allow for parallel proof search in cases where the input of a rule's premise (the first argument $N_i^+$) doesn't depend on the output of the previous premise (the second argument $N_{i-1}^-$). In conjunction with tail-recursion optimization, parallel operationalization transforms the rule $\text{evapp}$ into the following clause:

$$\text{evapp} : \text{eval} \ (\text{app} \ E1 \ E2) \rightarrow \{ \text{eval} \ E1 \cdot \text{eval} \ E2 \cdot (\forall e. \forall v_2. \ \text{retn} \ (\lambda x. e \ x) \cdot \text{retn} \ v_2 \rightarrow \{ \text{eval} \ (e \ v_2) \}) \}.$$

This ordered logical specification can now represent any arbitrary interleaving of the steps that evaluate $E1$ and $E2$ to values.

We can adapt our translation to allow for parallelism by replacing the inductive case translation with the following:

$$\llbracket (a_i N_i^+ N_{i-1}^-), \ldots , (a_j N_j^+ N_{j-1}^-), \text{Args} \rrbracket (a, N_{k+1}^+, \sigma) = \text{eval}_{a_i}(N_i^+ \sigma) \cdot \ldots \cdot \text{eval}_{a_j}(N_j^+ \sigma) \cdot (\forall x_{i}, \ldots \forall x_{j}, \text{retn}_{a_i}(N_i^- \sigma) \cdot \ldots \cdot \text{retn}_{a_j}(N_j^- \sigma) \rightarrow \{ \llbracket \text{Args} \rrbracket (a, N_{k+1}^+, \sigma) \})$$

If $\text{FV}(N_{k+1}^+) \cap (x_{i} \cup \cdots \cup x_{j}) = \emptyset$ for $i \leq k \leq j$.

The previous inductive case is simply the special case for $i = j$, in which case the side condition is trivially satisfied.

**Correctness**

The correctness proofs for the compilation of LF signatures into abstract machines in an ordered logical specification are structured much like proofs of equivalence between a natural semantics and an abstract machine and can be found in the first author's thesis [198, Chapter 6].

**Theorem 133 (Soundness).** Given a trace $\text{eval}_{a} (N^+) \rightarrow^{*} \text{retn}_{a} (N^-)$ in an ordered logical specification compiled from an LF signature, there exists an $M$ such that $\vdash M : a N^+ N^-$ in the LF signature.

**Theorem 134 (Completeness).** If $\vdash M : a N^+ N^-$ in an LF signature, then $\text{eval}_{a} N^+ \Delta \rightarrow^{*} \text{retn}_{a} N^- \Delta$ in the compiled ordered logical specification.

The soundness and completeness theorems give a very strong connection between logic programs written as LF signatures and the ordered logical specifications that implement non-backtracking proof search.

### 11.5.2 Defunctionalization

The final modification we need to make in order to get the SSOS specification from Section 11.4 is defunctionalization, which takes ordered logical specifications with deeply nested clauses like $\text{evapp}$ and produces flat specifications where every clause has the form $\forall x. P_1 \cdot \ldots \cdot P_n \rightarrow \{ P'_1 \cdot \ldots \cdot P'_n \}$.

Whenever we have a clause like $(\forall x. p1(x) \rightarrow \{ p2(f(h \cdot x) \cdot d) \})$ in the process state, we can replace it with a fresh atomic proposition newprop as long as we simultaneously
extend the signature with a new clause \((\forall x. p_1(x) \cdot \text{newprop} \mapsto \{p_2(f(h.x)d)\})\). The key to defunctionalization is to observe that the revised specification can evolve in lock-step with the original one. Whenever the in-context clause can step by consuming a proposition \(p_1(N)\) (for some \(N\)) to its left, the new clause can take an analogous step by consuming \(p_1(N)\) to the left of newprop in the process state. The reverse holds as well.

We can furthermore give the fresh atomic proposition arguments: if for example \((\forall x. p_1 \cdot \text{newprop}(x) \mapsto \{p_2(x)\})\) appears in an ordered logical specification, then an atomic proposition newprop\((N)\), for some fresh atomic proposition newprop and term \(N\), will behave the same way as the clause \((p_1 \mapsto \{p_2(N)\})\) would behave in the same place.

These observations allow us to defunctionalize the nested evapp from Section 11.5.1 (tail-recursion optimized, but not parallel) in two steps. For example, the nested clause \((\forall e. \text{retn}(\lambda x. E x) \mapsto \ldots)\) has \(E_2\) free, so we introduce a fresh atomic proposition cont_app1 that stores the free variable, here \(E_2\) of type exp:

\[
\begin{align*}
\text{evapp: } & \text{eval (app } E_1 \ E_2) \mapsto \{\text{eval } E_1 \cdot \text{cont_app1 } E_2\}. \\
\text{evapp1: } & \text{retn } (\lambda x. E. x) \cdot \text{cont_app1 } E_1 \\
& \quad \mapsto \{\text{eval } E_2 \cdot (\forall v_2. \text{retn } v_2 \mapsto \{\text{eval } (E \ v_2)\})\}.
\end{align*}
\]

The remaining nested clause has only \(E\) free, so we defunctionalize this remaining clause by introducing a fresh atomic proposition cont_app2 that stores the free variable, here \(E\) of type exp \(\mapsto \text{exp}\):

\[
\begin{align*}
\text{evapp: } & \text{eval (app } E_1 \ E_2) \mapsto \{\text{eval } E_1 \cdot \text{cont_app1 } E_2\}. \\
\text{evapp1: } & \text{retn } (\lambda x. E. x) \cdot \text{cont_app1 } E_1 \\
& \quad \mapsto \{\text{eval } E_2 \cdot \text{cont_app2 } (\lambda x. E. x)\}. \\
\text{evapp2: } & \text{retn } V_2 \cdot \text{cont_app2 } (\lambda x. E. x) \mapsto \{\text{eval } (E \ V_2)\}.
\end{align*}
\]

The result is precisely the abstract-machine specification as defined in Section 11.4. The correctness follows by a straightforward lock-step bisimulation\([198, \text{Chapter 6}]\).

### 11.5.3 Implementation

We have implemented\(\pentathree{1}\) the operationalization and defunctionalization transformations (with tail-recursion optimization but without parallel evaluation, though this would be a minor extension). Rather than a transformation from LF specifications to ordered logical specifications, the transformations are implemented within a framework, SLS\([198]\), that conservatively extends both LF and the ordered logical framework from \([165]\) in the style of CLF\([218]\).

To evaluate the correspondence and the implementation we have encoded and transformed some existing and non-trivial semantics, including temporal logic and storeless call-by-need evaluation.

The natural semantics for storeless call-by-need evaluation is taken from Danvy et al.\([77, \text{Figure 8}]\). It is defined by several mutually inductive definitions and makes use of non-trivial control. The result of the logical correspondence produces a substructural operational semantics that, after a fold/unfold transformation\([157]\), adequately represents

\(\pentathree{1}\)A tarball of the implementation is submitted in the supplemental materials; a repository with the current implementation can be found at [https://github.com/robsimmons/sls](https://github.com/robsimmons/sls)
11.6. Nondeterminism

A major theme of this paper is that the operationalization transformation allows us to reason formally about what it means for evaluation in a natural-semantics specification to diverge or go wrong. The evaluation of $e$ diverges if for all traces $\text{eval}(\llbracket e \rrbracket) \rightarrow^* \Delta$, there is a $\Delta'$ such that $\Delta \rightarrow \Delta'$. The evaluation of $e$ goes wrong if for some trace $\text{eval}(\llbracket e \rrbracket) \rightarrow^* \Delta$, there is no $v$ such that $\Delta = \text{retn}(\llbracket v \rrbracket)$, and there is no $\Delta'$ such that $\Delta \rightarrow \Delta'$. In this way, operationalization gives us an accessible notion of what it means to prove progress and preservation for a natural-semantics specification.

While this interpretation is the one we want, the use of this interpretation requires that we change the way we write some natural-semantics specifications. This is the usual natural semantics of Boolean values and if-statements:

\[
\begin{align*}
\text{tt} \Downarrow \text{tt} & \quad \text{ff} \Downarrow \text{ff} & \quad e \Downarrow \text{tt} & \quad e \Downarrow \text{ff} & \quad e \Downarrow v & \quad e \Downarrow \text{tt} & \quad e \Downarrow \text{ff} & \quad v \Downarrow v & \quad \text{if } e \text{ then } e_t \text{ else } e_f \Downarrow v & \quad e \Downarrow \text{tt} & \quad e \Downarrow \text{ff} & \quad v \Downarrow v
\end{align*}
\]

This natural semantics describes a deterministic language, but only when we think about complete proofs: for each $e$ there is at most one $v$ such that $e \Downarrow v$. At the level of proof search, when we consider an expression $\text{if } e \text{ then } e_t \text{ else } e_f$, there are two rules that apply. One rule predicts that $e$ evaluates to true, the other predicts that $e$ evaluates to false, and only one rule can be considered first. A backtracking logic-programming interpretation of these rules will recover from a mistaken branch prediction and attempt to apply the other rule; this reevaluates the scrutinee $e$ but is otherwise harmless.

The operationalization transformation reflects a non-backtracking interpretation of proof search. Therefore, if we operationalize these rules directly, it is always possible to find a trace starting from $\text{eval}(\llbracket \text{if } e \text{ then } e_t \text{ else } e_f \rrbracket)$ that is not a final return value and cannot be extended, which was our criteria for going wrong. This appears to be a problem; however, for languages that are actually deterministic, it is possible to rewrite the natural-semantics specification so that the result of operationalization is also deterministic. We
can revise the specification above with the introduction of a new judgment \((v', e_i, e_f) \Downarrow^? v\) that picks the correct branch of a case statement:

\[
\begin{align*}
& e \Downarrow v' \quad (v', e_i, e_f) \Downarrow^? v \\
& \text{if } e \text{ then } e_i \text{ else } e_f \Downarrow v \\
& (tt, e_i, e_f) \Downarrow^? v \\
& (ff, e_i, e_f) \Downarrow^? v
\end{align*}
\]

This specification is equivalent to the previous one at the level of complete derivations. This revision can be seen as an instance of the factoring transformation that has been expressed by Poswolsky and Schürmann as a transformation on functional programs in a variant of the Delphin programming language \[174\]. Furthermore, this style of natural semantics independently arises through the functional correspondence as illustrated by, e.g., the call-by-need natural semantics implemented in Section 11.5.3.

Fundamentally, the issue is that natural semantics do not fully specify the operational behavior of specifications, and different operational interpretations can change the meaning of natural-semantics specifications. This phenomena was observed in the early work on natural semantics by Clement et al., where they questioned when it is appropriate to assign a relational interpretation (backtracking proof search) or a functional interpretation (non-backtracking proof search) to judgments \[45\] Section 7. The choice makes a difference in how we interpret natural-semantics specifications. Take the following non-deterministic specification, for instance:

\[
\begin{align*}
& e_1 \Downarrow v \\
& e \oplus e_2 \Downarrow v \\
& e_1 \oplus e_2 \Downarrow v
\end{align*}
\]

Under the non-backtracking or functional interpretation provided by operationalization, this represents a non-deterministic choice that is resolved at runtime and never reconsidered: if either choice goes wrong, then the entire evaluation might go wrong. Under the relational or backtracking interpretation, this operator represents angelic choice, in which nondeterminism must be resolved in a way that avoids stuck computations. Therefore, if we evaluate \(\text{junk} \oplus v\), the computation can only evaluate to \(v\). The option of getting stuck can only be represented by introducing an additional getting stuck judgment, it cannot be represented by the absence of a derivation \(\text{junk} \Downarrow^? v\), as such a derivation exists.

Incidentally, the coinductive interpretation of Leroy and Grall is closely connected with the backtracking interpretation. Therefore, the safety theorem they prove – if \(e\) has type \(\tau\) then either \(e \Downarrow v\) or \(e \Downarrow^\infty\) – will hold for well-typed expressions that go wrong, but only under certain resolutions of nondeterministic choice. This suggests that the operationalization transformation, and non-backtracking search in general, is a better interpretation if reasoning about language safety, especially in the presence of nondeterminism.

### 11.7 Perspectives

In this section, we put into perspective the logical correspondence with a number of potential applications. In many cases these are straightforward applications of preexisting techniques.

#### 11.7.1 Safety theorems for typed languages

The informal statement of safety for a natural semantics in our setting is similar to the statement of safety in coinductive big-step operational semantics: if \(e\) has type \(\tau\), then the
proof search procedure for a $v$ such that $e \Downarrow v$ will either diverge or succeed. Our methodology allows us to state soundness with respect to the ordered logical specification: if $e$ has type $\tau$ and $\text{eval}(\llbracket e \rrbracket) \leadsto^* \Delta$, then either $\Delta = \text{ret}(\llbracket v \rrbracket)$ for some $v$ or $\Delta \leadsto \Delta'$. In previous work, the first author details a methodology for describing type safety for substructural operational semantics in ordered logic [198], and this methodology applies to the outputs of our compilation procedure. Therefore, the logical correspondence between natural semantics and abstract machines gives an approach for proving small-step safety for big-step operational semantics.

### 11.7.2 Linear destination passing style

Simmons and Pfenning describe a translation from ordered logical specifications to linear logical specifications that adds parameters, called destinations, to all ordered atomic propositions [199]. These destinations act as abstract pointers and replace information which, in ordered logic, is represented implicitly by the structure of the context. These destinations are semantically relevant in substructural operational semantics specifications of first-class continuations.

Just as substructural operational semantics in ordered logic predated the logical correspondence we present here, the destination-passing style predates the transformation that gives rise to destinations [42]; these two transformations can be composed to relate natural semantics directly to substructural operational semantics specifications in a language, like CLF, that implements linear logical specifications. The Celf implementation of CLF, unlike the current SLS prototype, implements proof search and can therefore be used to animate substructural operational semantics specifications [184].

### 11.7.3 Abstracting (logical) abstract machines

Simmons and Pfenning also discuss an approximation strategy for linear logical specifications [199] that mirrors Might and Van Horn’s Abstracting Abstract Machines methodology [211] in a logical setting.

The starting point for that paper’s logical derivation of a control flow analysis is a substructural operational semantics much like the one we derive from the natural semantics in this work. One difference – the use of an environment semantics instead of the direct substitution of values into $\lambda$-expressions – is discussed in [165] but has not been described as a general, provably-correct program transformation. The other difference between the substructural operational semantics described in [199] and the one given here is that the former semantics did not include the tail-recursion optimization. This change was needed in order to expose more information to the control flow analysis; while the difference was difficult to motivate and explain in [199], given the logical correspondence that we have presented here, it is simple and intuitive.

Therefore, between these two papers we have very nearly described a connection between natural semantics for a call-by-value $\lambda$-calculus and a control flow analysis for the call-by-value $\lambda$-calculus entirely in terms of generally applicable, provably-correct program transformations. The only missing piece is a general connection between ordered logical specifications with substitution to ordered logical specifications using environment semantics as described in [165].
11.7.4 Partial inverses of compilation

In some respects, the transformation from a more abstract natural semantics to a more concrete abstract machine semantics is the less interesting direction; a partial inverse of our compilation function would derive a natural-semantics specification directly from an abstract machine semantics. This backward translation from ordered logical specifications to LF signatures might even expose additional opportunities for parallelism which could be utilized as discussed above in Section 11.5.1. Such a procedure would presumably be very partial. It is easy to describe the LF signatures which can be compiled to ordered logical specifications — those that are limited to Horn clause logic programs. It is not so obvious how to characterize those ordered logical specifications that can be de-compiled into an LF signature, except by characterizing them as being in the image of our compilation procedure.

It is also interesting to contemplate the natural-semantics specifications that might correspond to a backwards translation of an ordered logical specification that utilizes linear resources. Linear resources in ordered logical specifications are not bound to a particular part of the process state, and can be used to represent stateful features of programming languages like mutable storage. Presumably the natural-semantics specification corresponding to a stateful ordered logical specification would be akin to a natural semantics version of modular structural operational semantics, a formalism which gracefully accounts for stateful features in SOS-style presentations [150].

11.8 Conclusion

We have shown how to mechanically construct an abstract machine semantics from a natural semantics. Our construction is based on backward-chaining proof search and formalized as an operationalization transformation on logical specifications.

It is our thesis that this logical correspondence provides a direct, consistent, and useful account of adequate representations for operational semantics. Direct because the representations are in one-to-one correspondence with their informal counterparts, i.e., what we would typically write by hand; consistent because the representations are internally compatible with each other; and useful because the representations are independently sought after. Furthermore, as illustrated by the present work, the interpretations are applicable to a wide range of uses such as abstract interpretation and type safety.

This logical correspondence provides a means by which we can resolve the tension between different styles of operational semantics. Following the methodology of the functional correspondence, instead of committing to a particular semantic specification and style or inventing several we should rather inter-derive them. Here we have shown a logical justification of this method.

In this work, we have leveraged existing logics and methods for formalizing and manipulating semantics descriptions. Combined, these logics and methods provide a correspondence that is mechanical and of which we have given a prototype implementation. Other systems exist within this area and provide specialized support for formalizing and manipulating particular styles of semantics. Notable examples include the K Semantic Framework [182], LNgen [18], and PLT Redex [89]. To the best of our knowledge, no existing framework provides built-in support for working with several different semantics styles as done here, let alone support for automatically inter-deriving them. Future work would be to further develop SLS as a unified logic enabling across-the-board support.
for formalizing, mechanizing and reasoning about semantics specifications by means of inter-derivation. It is our hope to encourage a more systematic investigation of logical correspondences in programming-language semantics, an area which has thus far been given only piecemeal treatment (as in Hannan and Miller’s work [105]). One starting point is extending this logical correspondence to the multitude of small-step operational semantics treated by Biernacka and Danvy [27].
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