The no-arbitrage relation between futures and spot prices implies an analogous relation between futures and spot daily ranges. The long-memory features of the range-based volatility estimators are analyzed, and fractional cointegration is tested in a semi-parametric framework. In particular, the no-arbitrage condition is used to derive a long-run relationship between volatility measures and to justify the use of a fractional vector error correction model (FVECM) to study their dynamic relationship. The out-of-sample forecasting superiority of FVECM, with respect to alternative models, is documented. The results highlight the importance of incorporating the long-run equilibrium in volatilities to obtain better forecasts, given the information content in the volatility of futures prices. © 2011 Wiley Periodicals, Inc. Jrl Fut Mark
1. INTRODUCTION

A relevant empirical literature investigates the presence of stochastic trends among financial data. Most of the literature is therefore concentrated on the possibility of common stochastic trends among two, or more, financial variables, motivating a multivariate analysis in terms of cointegration. Whereas many empirical studies have used the theory of cointegration, few have attempted to provide a theoretical explanation for the existence of cointegration between financial time series. Examples of financial justifications for the presence of cointegration are given by the purchasing power parity, see Corbae and Ouliaris (1988), or the present value theory of stock prices, see Campbell and Shiller (1987). Much attention in the empirical finance literature has been devoted to the possibility that two or more assets share the same stochastic trend. An interesting example is the work of Brenner and Kroner (1995), who discuss the intuition as to why a no-arbitrage pricing formula leads to a cointegrated system. A no-arbitrage formula builds a portfolio of assets that replicates a base asset. This suggests that the portfolio must share the same long-run time series properties as the base asset it attempts to replicate. The no-arbitrage pricing formula not only leads to a cointegrated system of assets, but also provides the combinations of the assets required to establish cointegration, see Chow, McAleer, and Sequeira (2000). A stock index and its futures price will be cointegrated if the cost of carry, or the difference between the dividend yield and the interest rate, is stationary. A number of papers have examined the dynamic link between the futures and the cash indexes using cointegrated vector autoregressions. Among others, Dwyer, Locke, and Yu (1996) use a cost of carry model with nonzero transaction costs to motivate the estimation of a nonlinear dynamic relationship between the S&P 500 futures and cash indexes. They estimate a threshold cointegration model, concluding that arbitrage is associated with a rapid convergence of the basis to the cost of carry. More recently, Pizzi, Economopoulos, and O’Neil (1998) study, with intradaily data, the existence of price discovery and market efficiency in terms of a cointegration relation between spot and futures markets, exploiting their long-run equilibrium relationship represented by the no-arbitrage constraints.

In this study, we show that the no-arbitrage relation between futures and spot prices implies an analogous relation between futures and spot daily ranges, defined as the difference between the daily high and low log-prices, independently of the cost of carry that is negligible. Thus, a simple no-arbitrage rule on the spot and futures prices implies an equilibrium relationship among volatility estimates. At the best of our knowledge, there are no papers exploiting the information contained in the futures volatilities to obtain better forecasts of the spot volatility. In particular, the no-arbitrage condition is used here to
derive a long-run relationship between volatility measures and to justify the use of a fractional VECM to model their relationship. The analysis of daily S&P 500 spot and futures log-ranges show that they are both characterized by common level shifts and, when the latter are removed, are fractionally integrated. Moreover, we show that the series are driven by a common stochastic trend, which implies that they are fractionally cointegrated. Thus, the joint dynamics of futures and spot ranges is studied in terms of fractional cointegration, see Chen and Hurvich (2009) for a review on this topic. Since a key characteristic of two cointegrated variables is that their paths depend on the extent of deviation from the long-run equilibrium, the dynamics of futures and spot log-ranges is modeled via the fractional cointegration system outlined in Johansen (2008), that is a generalization of the VECM to fractional processes. In the fractional VECM (FVECM hereafter) the integration orders of the endogenous variables and of the error correction terms are allowed to assume non-integer values. The main purpose of this study is to show the importance of exploiting the no-arbitrage equilibrium between futures and spot log-ranges to obtain better forecasts of the spot log-ranges. An out-of-sample forecasting comparison shows the superior forecasting ability of FVECM, which includes an error correction term based on the no-arbitrage restriction, with respect to models which do not account for the long-run equilibrium. This evidence clearly confirms that considering the no-arbitrage condition produces superior long-horizon forecasts.

The study is organized as follows. Section 1 introduces the equilibrium relation between spot and futures ranges induced by the no-arbitrage constraints. Section 2 presents a brief description of the data and the analysis of the long-memory property of range-based volatility estimator, assessing the equality of the integration orders between spot and futures volatility and showing that the two series have to be considered fractionally cointegrated. Given the evidence provided in Section 2, Section 3 introduces the FVECM. Section 4 reports the estimation results. Section 5 provides evidence in favor of the FVECM in terms of forecasting ability and Section 6 concludes.

2. NO-ARBITRAGE RELATION BETWEEN RANGES

The no-arbitrage assumption implies that, in a frictionless market, the spot and the futures prices, under risk neutral probability, are related by

\[ F_{t+k} = S_t \cdot e^{k \cdot r_{t+k}} \]  

(1)

See Beran (1994) and Palma (2007) for an introduction to fractional processes.
where $r_{t+k|t}$ is the return of a risk-free asset that expires in period $t+k$ and $e^{k\cdot r_{t+k|t}}$ is referred to as the cost of carry premium.\(^2\) When the daily volatilities are measured by daily ranges, as in Parkinson (1980), Garman and Klass (1980), Rogers and Satchell (1991), Wiggins (1992), Alizadeh, Brandt, and Diebold (2002), Shou and Zhang (2006), and Jacob and Vipul (2008), the no-arbitrage condition in (1) implies a similar relationship between spot and futures daily ranges. Daily range is defined as the difference between the highest and the lowest log-price recorded in a given day

$$R_{t,F} = \max_{\tau} f_{\tau} - \min_{\tau} f_{\tau}, \quad t - 1 < \tau \leq t$$

$$R_{t,S} = \max_{\tau} s_{\tau} - \min_{\tau} s_{\tau}, \quad t - 1 < \tau \leq t$$

where $f_{\tau} = \log(F_{\tau})$ and $s_{\tau} = \log(S_{\tau})$ are the natural logarithm of futures and spot price, respectively. As noted by Andersen and Bollerslev (1998), the accuracy of the high-low estimator is close to that provided by the realized volatility estimator based on 2 or 3 h returns. Alizadeh et al. (2002) and Shou and Zhang (2006) shown that the range-based estimators are robust to the presence of microstructure noise.\(^3\) Combining Equations (1) and (2), the no-arbitrage equilibrium relationship between the forward and spot ranges\(^4\) is written as

$$R_{t,F} = R_{t,S} + \mu_t$$

where $\mu_t$ is equal to

$$\mu_t = r_{\tau_{\text{max}}} - r_{\tau_{\text{min}}}$$

for $t - 1 < \tau \leq t$, where $\tau_{\text{max}}$ is such that $s_{\tau_{\text{max}}} = \max_{\tau} s_{\tau}$, and $\tau_{\text{min}}$ is such that $s_{\tau_{\text{min}}} = \min_{\tau} s_{\tau}$. $r_{\tau_{\text{max}}}$ and $r_{\tau_{\text{min}}}$ indicate the risk-free rate in correspondence of the highest and lowest log-price in a given day.

Under the hypothesizes that the log-price evolves as a random walk in continuous time and that the volatility dynamics is a piecewise-constant process,\(^5\) an unbiased estimator of daily volatility, $\sigma_t$, is given by

$$\sigma_{t,S} = \lambda^{1/2} \cdot R_{t,S}$$

\(^2\)In order to simplify the notation, the reference to the constant time to maturity $k$ is dropped. Therefore, $F_t$ will indicate the futures contract opened in $t$ for the period $(t, t+k)$.

\(^3\)See also Rossi and Spazzini (2009) for an analysis of the finite-sample properties of range-based estimators.

\(^4\)Brandt and Diebold (2006) also make use of no-arbitrage restrictions on daily ranges. However, those restrictions are used to derive closed form expression for time varying return covariances and correlations.

\(^5\)See Alizadeh et al. (2002). This means that the volatility is constant on a given day, but it is stochastic across days.
where \( \lambda_2 = \log(2) \) is a scale factor that is obtained from the second moment of a standard Brownian motion, see Parkinson (1980). Therefore, Equation (3) is recasted as

\[
\sigma_{t,F} = \sigma_{t,S} + \zeta_t, \quad t = 1, \ldots, T
\]

with \( \zeta_t = \lambda_2^{-1} \mu_t \). In practice, due to the presence of transaction costs, market imperfections, and measurement errors, an additional error term, \( \eta_t \) with \( E(\eta_t) = 0 \), should be included on the right-hand side of (6). A sufficient condition for \( \zeta_t = 0 \) is that the risk-free rate is constant on a given day. This does not represent a strong restriction, since the intraday variation of the risk-free rate can be considered negligible with respect to the variations in the prices.\(^6\) The relation (6) between \( \sigma_{t,F} \) and \( \sigma_{t,S} \) represents an equilibrium condition, on a daily basis, which imposes constraints on the joint dynamics of the two series. Thus, the dynamics of \( \sigma_{t,S} \) and \( \sigma_{t,F} \) are restricted by the no-arbitrage relation, and are not expected to drift too far apart.

From a dynamic perspective, a well-documented stylized fact is that volatility of financial returns is characterized by long-range dependence, or long memory, see, for instance, Dacorogna, Muller, Nagler, Olsen, and Pictet (1993), Ding, Granger, and Engle (1993), Baillie, Bollerslev, and Mikkelsen (1996), Bollerslev and Mikkelsen (1996), and Granger and Ding (1996). More recently Andersen, Bollerslev, Diebold, and Ebens (2001), Andersen, Bollerslev, Diebold, and Lays (2003) report evidence of long memory in the ex post volatility measures, such as realized volatility. We provide evidence that daily ranges are long-range dependent and can be best approximated by a fractionally integrated process, or \( I(d) \), with \( 0 < d < 1 \). Therefore, given the equilibrium condition in (6), we allow for the possibility that they are fractionally cointegrated, when modeling the long-run relationship between spot and futures ranges. Next section discusses the concept of fractional cointegration and the semiparametric techniques used to estimate the cointegration rank.

3. LEVEL SHIFTS AND FRACTIONAL COINTEGRATION ANALYSIS

The data used in this study consist of the daily high and low of spot and futures prices. The spot is the S&P500 index and the futures is the three months contract on it. The sample covers the period from November 27, 1998 to August 25, 2008, for a total of 2,450 trading days. The time series of daily ranges are then constructed according to (2) and (5). Ranges are transformed in logs.

\(^6\)More precisely, the variation \( r_{t,s} - r_{t-1,s} \) is considered null, namely the risk-free rate is assumed to be constant on daily intervals.
Given the length of the period under analysis, it seems natural to analyze the presence of structural breaks in the series. In fact, as pointed out by Granger and Hyung (2004), the long-memory property of volatility could be induced spuriously by the presence of level shifts. The slow decay of the autocorrelation functions of the futures and spot log-ranges, displayed in Figure 1(a) and 1(b), is clearly supportive of the long-range dependence hypothesis. As noted among others by Granger and Hyung (2004) and Perron and Qu (2010), when a short-memory process is contaminated by a level shift, then the autocovariance decays slowly and, at long lags, it is dominated by the cumulated shift component, so that it converges to a constant.

An identification problem arises since a similar long-run dependence characterizes the truly long-memory processes. In particular, long memory is defined in terms of decay rates of long-lag autocorrelations, or in the frequency domain in terms of rates of explosion of low-frequency spectra, see Beran (1994). The spectral density \( f(\lambda) \) has a pole and behaves like a constant \( c_f \) times...
If \( d \in (0, 1/2) \) the process is stationary and presents long memory; instead, if \( d \in (-1/2, 0) \) the process is antipersistent, i.e. it is a short-memory process. Perron and Qu (2010) propose a test to verify the null hypothesis that the series at hand is a truly long-memory process. Under the null hypothesis, the test statistic is

\[
\lambda^{-2d} \text{ at the origin. If } d \in (0, 1/2) \text{ the process is stationary and presents long memory; instead, if } d \in (-1/2, 0) \text{ the process is antipersistent, i.e. it is a short-memory process. Perron and Qu (2010) propose a test to verify the null hypothesis that the series at hand is a truly long-memory process. Under the null hypothesis, the test statistic is}
\]

\[
\sqrt{\frac{24c_1[T^u]}{\pi^2}} \left( \hat{\lambda}_{a,c_1} - \hat{\lambda}_{b,c_2} \right) \overset{d}{\rightarrow} N(0, 1)
\]

where \( \hat{\lambda}_{a,c_1} \) and \( \hat{\lambda}_{b,c_2} \) are obtained with the Geweke and Porter-Hudak (1984) estimator with bandwidth \( m_1 = c_1 [T^u] \) and \( m_2 = c_2 [T^b] \), where \([x]\) denotes the largest integer less than or equal to \( x \). Perron and Qu (2010) test computed on the raw series, see Table I, rejects the null of truly long memory for both series and for almost all choices of the bandwidth parameter, \( c_1 \in [1, 2] \).

Therefore, structural breaks in the log-ranges are identified following the procedure outlined in Bai and Perron (2003).\(^7\) Not surprisingly, the breakpoints are found to occur on the same dates. From Figures 1(c) and 1(d) clearly emerges the reduction in the persistence, obtained by removing the breaks from the original series. However, the detrended series display true long memory, as shown by the Perron and Qu (2010) test (Table I) which cannot reject the null hypothesis. Our purpose, in this section, is to show that fractional

\(^7\)In the rest of the paper, the residuals from Bai and Perron (2003) procedure are referred as detrended series.
cointegration between spot and futures log-ranges is not induced spuriously by the presence of common shifts but it is due to their common stochastic trend.\(^8\)

Given the equilibrium relation stated in Equation (6), the possibility of fractional cointegration is tested on both the raw series and the detrended series. Robinson and Yajima (2002) discuss a semi-parametric procedure for determining the cointegration rank, focusing on stationary series. Nielsen and Shimotsu (2007) extend the analysis of Robinson and Yajima (2002), in order to consider cointegration for both stationary and non-stationary variables. In particular, they apply the exact local Whittle estimator of Shimotsu and Phillips (2005) in a multivariate setup, to test the equality of the fractional integration orders, and to estimate the fractional cointegrating rank. In the bivariate case, which is relevant here, the equality of the fractional integration orders is a necessary condition to have non-trivial fractional cointegration.

Since the presence or absence of cointegration is not known when the fractional integration orders are estimated, Nielsen and Shimotsu (2007) propose, as in Robinson and Yajima (2002), a test statistic for the equality of integration orders that is informative in both circumstances, in the bivariate case this takes the form

\[
\hat{T}_0 = m_d(S\hat{d})\left(S\frac{1}{4}\hat{D}^{-1}(\hat{G} \odot \hat{G})\hat{D}^{-1}S' + h(T)^2\right)^{-1}(S\hat{d})
\]

(8)

where \(\odot\) denotes the Hadamard product, \(S = [1, -1]'\), \(h(T) = \log(T)^{-k}\) for \(k > 0\), \(D = \text{diag}\ (G_{11}, G_{22})\), while

\[
\hat{G}(d) = \frac{1}{m_d} \sum_{j=1}^{m_d} \text{Re}(\mathcal{I}_X(\lambda_j))
\]

(9)

is a consistent estimator of \(G\), the spectral density matrix at the origin, that is singular under fractional cointegration (see Nielsen and Shimotsu, 2007 for more details). \(\mathcal{I}_X(\lambda_j)\) is the co-periodogram at frequency \(\lambda_j = 2\pi j/T\) of the fractionally differenced series, \(X = (\Delta^d \log \sigma_{t,F}, \Delta^d \log \sigma_{t,S})\), with \(\Delta^d = (1 - L)^d\), and \(\text{Re}(\cdot)\) denotes the real part of the number.\(^9\) The vector of estimates \(\hat{d} = (\hat{d}_F, \hat{d}_S)'\) is obtained with the univariate exact local Whittle estimator, that makes no assumptions on the presence of cointegration. In particular, each element of the parameter vector \(d\) is estimated by minimizing the objective function

\[
Q_{m_d}(d, G_{ii}) = \frac{1}{m_d} \sum_{j=1}^{m_d} \left[ \log(G_{ii}\lambda_j^{-2d}) + \frac{1}{G_{ii}} I_j \right]
\]

(10)

\(^8\)In a recent paper, Christensen and Santucci de Magistris (2010) note that the presence of a common level shifts process among two or more \(I(0)\) series induces spurious fractional cointegration.

\(^9\)The test statistic in (8) reduces in this case to \(2m_d(d_1 - d_2)(1 - \rho_{12}^2) + 2h(T)^2\)^{-1}, where \(\rho_{12}\) denotes the correlation between the fractionally differenced series.
which is concentrated with respect to the diagonal element of the $(2 \times 2)$ matrix $G$, under the hypothesis that the spectral density of $X$ satisfies $f_X(\lambda) \sim G$ as $\lambda \to 0^+$. If the variables are not cointegrated, that is the cointegration rank $r$ is zero, $\hat{T}_0 \to \chi^2_1$, while if $r \geq 1$, $\hat{T}_0 \to 0$. A significantly large value of $\hat{T}_0$, with respect to $\chi^2_1$, can be taken as an evidence against the equality of the integration orders.

The cointegrating rank $r$ is estimated by calculating the eigenvalues of the matrix $\hat{G}$, which is obtained with a new bandwidth parameter $m_L$. Given $\hat{d}$, computed with $m_d$ as bandwidth, the matrix $G$ is then estimated, using $m_L$ periodogram ordinates in (9), such that $m_L/m_d \to 0$. Let $\hat{\delta}_i$ be the $i$th eigenvalue of $\hat{G}$, it is possible to apply a model selection procedure to determine $r$.\(^\text{10}\) In the bivariate case,

$$\hat{r} = \text{arg min}_{u=0,1} L(u)$$  \hspace{1cm} (11)

where

$$L(u) = v(T)(2 - u) - \sum_{i=1}^{2-u} \hat{\delta}_i$$  \hspace{1cm} (12)

for some $v(T) > 0$ such that $v(T) + 1/m_l^{1/2}v(T) \to 0$. Table I reports the exact Whittle estimates for the raw and detrended series.

The estimates of $d$, in Table II, based on the raw data, are larger than 1/2 when $m_d$ is small. Differently, the estimates of the long-memory parameter of the

\(^{10}\)Following Nielsen and Shimotsu (2007) the eigenvalues are calculated using the estimated correlation matrix $\hat{P} = \hat{D}^{-1/2}\hat{G}\hat{D}^{-1/2}$. 

<table>
<thead>
<tr>
<th>$m_d$</th>
<th>$T^{0.7} = 235$</th>
<th>$T^{0.6} = 108$</th>
<th>$T^{0.5} = 49$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Raw Series</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_F$</td>
<td>0.4797</td>
<td>0.5715</td>
<td>0.5188</td>
</tr>
<tr>
<td>(0.0639)</td>
<td>(0.0943)</td>
<td>(0.1400)</td>
<td></td>
</tr>
<tr>
<td>$d_S$</td>
<td>0.4909</td>
<td>0.5636</td>
<td>0.5375</td>
</tr>
<tr>
<td>(0.0639)</td>
<td>(0.0943)</td>
<td>(0.1400)</td>
<td></td>
</tr>
<tr>
<td>$\hat{T}_0$</td>
<td>0.1653</td>
<td>0.0452</td>
<td>0.1247</td>
</tr>
<tr>
<td><strong>Detrended Series</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_F$</td>
<td>0.4147</td>
<td>0.4851</td>
<td>0.2715</td>
</tr>
<tr>
<td>(0.0639)</td>
<td>(0.0943)</td>
<td>(0.1400)</td>
<td></td>
</tr>
<tr>
<td>$d_S$</td>
<td>0.4313</td>
<td>0.4753</td>
<td>0.3101</td>
</tr>
<tr>
<td>(0.0639)</td>
<td>(0.0943)</td>
<td>(0.1400)</td>
<td></td>
</tr>
<tr>
<td>$\hat{T}_0$</td>
<td>0.3600</td>
<td>0.0690</td>
<td>0.5300</td>
</tr>
</tbody>
</table>

Note. Exact local Whittle estimates (standard error in parenthesis). The $\hat{T}_0$ test statistic is calculated with $h(T) = \log(T)$.
detrended series fall into the stationarity region for all bandwidths, but the degree of long memory is significantly greater than zero. The statistic takes values close to 0 in all cases. The equality of the fractional integration orders is consistent with the hypothesis of fractional cointegration and it is robust to the choices of the bandwidth. Furthermore, the analysis of the cointegration rank, in Table III, with three different values for $m_d$ and $m_L$, confirms the presence of cointegration, since $\hat{r}$ results to be equal to 1 in all cases. Interestingly, the series are fractionally cointegrated even if the presence of structural breaks is removed. As expected, the result of Nielsen and Shimotsu (2007) test confirms that spot and futures log-ranges have the same fractional integration order and are fractionally cointegrated.

4. THE MODEL

Given the analysis in the previous section, the joint dynamics of the spot and futures log-ranges is modeled with the FVECM of Johansen (2008), which accounts for the equilibrium relationship induced by the no-arbitrage condition. Contrary to Granger (1986) model, the Johansen (2008) model allows for a Granger representation of cofractional systems in terms of the generalized lag operator $L_b = 1 - (1 - L)^b$

$$\Delta^d X_t = (1 - \Delta^b)(\Delta^{d - b}\alpha \beta' X_t) + \sum_{j=1}^{K} \Gamma_j \Delta^d L_j X_t + \epsilon_t$$

(13)
where \(X_t = (\log \sigma_{t,F}, \log \sigma_{t,S})'\), and \(\Gamma_j\) are the short-run matrices of parameters. \(\varepsilon_t\) is an i.i.d. vector sequence with mean 0 and positive-definite covariance matrix \(\Omega\). The \((2 \times 1)\) vector \(\alpha\) contains the adjustment parameters, while \(\beta\) is the \((2 \times 1)\) cointegrating (cofractional) vector, such that \(\beta'X_t\) is fractional of order \(d - b\). The parameter \(b\) represents the cofractional order, which is the fractional order of the common stochastic trend. A similar model, with the addition of regime switches, has been used by Haldrup, Nielson, and Nielson (2010) to model the congestions on the electricity market. This setup slightly differs from the bivariate model proposed by Duecker and Startz (1998), which is based on a triangular representation of a fractional cointegrated system. This model can be estimated following the method outlined in Sowell (1989, 1992). The model in (13) presents several advantages over the traditional cointegration regression and cointegrated bivariate ARFIMA:

- The integration order of the endogenous variables and the fractional cointegration order are defined by two parameters \(d\) and \(b\), with \(0 < b \leq d\), that are jointly estimated.
- As outlined in Johansen (2008), the FVECM constitutes a generalization of the well-known triangular model, since in the bivariate case, the assumption \(\beta'\alpha = -1\) and \(\alpha = [1, 0]'\), implicit in the triangular model, can be relaxed.
- The vector of loading parameters \(\alpha\) measures the speed of adjustment to the long-run equilibrium given a short-run departure from that, allowing us to draw conclusions on the relative efficiency of the futures market.

In the FVECM model, the element \(\alpha_{ij}\) of the matrix \(\alpha\) measures the single-period response of variable \(i\) to the shock to the \(j\)th equilibrium relation. In our analysis, where \(r = 1\), the parameter \(\alpha_{11}\), abbreviated with \(\alpha_1\), should be negative to guarantee the convergence toward the unique long-run equilibrium implied by the no-arbitrage assumption. The vector \(\alpha\) has a clear interpretation as the short-term adjustment coefficient and represents the proportion by which the long-run disequilibrium in the spot (futures) log-ranges is being corrected in each period.

5. RESULTS

As pointed out by Łasak (2008) the estimation procedure of the FVECM is further complicated with respect to the standard VECM (where \(d\) and \(b\) are restricted to be equal to 1), since the unknown parameters \(d\) and \(b\) need to be estimated. A solution to this problem, under the assumption \(d = 1\), is provided by Łasak (2008) that suggests to concentrate the likelihood function with
respect to $b$. In this case, the model in (13) is estimated via a likelihood-based method analogous to that developed by Johansen (1991) for the standard VECM, where the initial step consists of maximizing the profile likelihood with respect to $b$. More recently, Johansen and Nielsen (2010, 2011) developed a joint estimation procedure for $d$ and $b$, that is also based on a profile likelihood method, but, differently from Lasak (2008), $d$ is not restricted to be 1. The likelihood function is supposed to be Gaussian even though the true distribution of the error is not normal. Thus, we are in quasi-maximum likelihood framework. Johansen and Nielsen (2011) prove the existence and consistency of the maximum likelihood estimator (MLE) when $0 < b \leq d$. When $b < 1/2$, i.e. there is weak fractional cointegration using the terminology of Hualde and Robinson (2010), Johansen and Nielsen (2011) show that the asymptotic distribution of the ML estimates of model parameters is Gaussian. Appendix A reports the results of a Monte Carlo simulation that shows the finite-sample performances of the MLE in the case of weak fractional cointegration. The simulation confirms the asymptotic results of Johansen and Nielsen (2011), which is the convergence rate of the MLE of $\beta$ depends only on true value of $b$.

Since the number of lags included plays an important role in this context, we first implement two information-based criteria for the model selection. The Hannan and Quinn and Schwarz information criteria, in Table IV, are both minimized for $p = 1$, so that we estimate the following model:

$$
\begin{align*}
\begin{pmatrix}
\Delta^d & \log \sigma_{t,F} \\
\Delta^d & \log \sigma_{t,S}
\end{pmatrix} &= \begin{pmatrix}
\Delta^{d-b} - \Delta^d & 0 \\
0 & \Delta^{d-b} - \Delta^d
\end{pmatrix}\begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix}\begin{pmatrix}
1 \\
\beta
\end{pmatrix}\begin{pmatrix}
\log \sigma_{t,F} \\
\log \sigma_{t,S}
\end{pmatrix} \\
& + \begin{pmatrix}
\gamma_{11} & \gamma_{12} \\
\gamma_{21} & \gamma_{22}
\end{pmatrix}\begin{pmatrix}
1 - \Delta^b & 0 \\
0 & 1 - \Delta^b
\end{pmatrix}\begin{pmatrix}
\Delta^d & \log \sigma_{t,F} \\
\Delta^d & \log \sigma_{t,S}
\end{pmatrix} + \begin{pmatrix}
\epsilon_{t,F} \\
\epsilon_{t,S}
\end{pmatrix}.
\end{align*}
$$

(14)

The results of the ML estimation procedure, with the asymptotic standard errors and the bootstrapped confidence intervals, are reported in Table V. The bootstrapped distribution has been generated with 1,000 replications obtained with wild bootstrap, that is robust to possible heteroskedastic and autocorrelated error terms, see Davidson (2002) and Cavaliere, Rahbek, and Taylor (2009).
The Monte Carlo results reported in Appendix A show that for a sample size larger than 2,000 observations and \( d = b \), the finite-sample distribution of the ML estimates are very close to the limiting Gaussian distribution. The univariate analysis of the FVECM residuals indicates that the Gaussian assumption cannot be rejected by the standard Jarque–Bera test, even though we observe an ARCH effect in the futures log-range residuals. The Box–Pierce test signals a surviving autocorrelation in the residuals of the futures log-range equation. The value implied by the no-arbitrage condition, i.e. \( \beta = -1 \), is contained in the 90% confidence interval. This confirms the role of the no-arbitrage condition on the joint dynamics of the futures and the spot log-ranges, suggesting a one-to-one co-movement in the long run. Moreover, the estimates of \( d \) and \( b \) are close to the values obtained in the semi-parametric analysis in Section 2. In particular, the fractional and cofractional integration orders are equal, \( \hat{d} = \hat{b} \), so that a common stochastic trend, with long memory, is responsible for the long-run dependence of spot and futures log-ranges. From a visual inspection of Figure 2, it clearly appears that the ECM, \( \log \sigma_{t,F} + \hat{\beta} \log \sigma_{t,S} \), does not have any residual long-memory component, as confirmed by the exact local Whittle estimate which is equal to 0.0007.

It is also interesting to note that, during the financial crisis in 2001–2002, the long-run relationship is subject to a higher variability which can be caused by an increase in the uncertainty after September 11, 2001.
An interesting feature that emerges from the estimates is that the spot log-range converges faster futures to than the equilibrium, since \( \hat{\alpha}_2 \) is greater than \( \hat{\alpha}_1 \) in absolute value. Moreover, \( \alpha_1 \) cannot be considered as statistically different from zero. Concluding, there are no changes in the futures log-range caused by shocks in the cointegration relation. All the corrections to the equilibrium are made by adjustments in the spot log-ranges. This means that futures volatility leads spot volatility to the equilibrium, implicitly confirming the Cox (1976)’s hypothesis on the efficiency of the futures market in processing the new information. In fact, according to the expectation hypothesis, the futures price, under risk neutrality, is the expected value of the future spot price, so that it is reasonable to think of futures log-ranges as the leading factor of the entire system.

6. FORECASTS

In order to evaluate the accuracy of the out-of-sample forecasts obtained with the FVECM, these are compared with the forecasts provided by alternative model specifications. In particular, six competing models are considered.
• Random walk model (RW).
• Vector Autoregression model with 4 lags (VAR).\textsuperscript{11}
• Univariate HAR model (UHAR) proposed by Corsi (2009), where the observed log-range, for spot and futures, is regressed on its own daily, weekly, and monthly past values
\[
\log \sigma_{t,i} = \omega + \beta_1 \log \sigma_{t-1,i} + \beta_2 W_{t-1,i} + \beta_3 M_{t-1,i} + u_t, \quad i = F, S
\]
where \(W_{t-1,i} = \frac{1}{5} \sum_{j=1}^{5} \log \sigma_{t-j,i}\) and \(M_{t-1,i} = \frac{1}{22} \sum_{j=1}^{22} \log \sigma_{t-j,i}\).
• Bivariate HAR (BHAR) where past values of the futures (spot) log-range are included in the equation of the spot (futures) log-range:
\[
\begin{align*}
\log \sigma_{t,F} &= \omega_1 + \beta_{11} \log \sigma_{t-1,F} + \beta_{12} W_{t-1,F} + \beta_{13} M_{t-1,F} + \beta_{14} \log \sigma_{t-1,S} \\
&\quad + \beta_{15} W_{t-1,S} + \beta_{16} M_{t-1,S} + u_{t,F} \\
\log \sigma_{t,S} &= \omega_2 + \beta_{21} \sigma_{t-1,F} + \beta_{22} W_{t-1,F} + \beta_{23} M_{t-1,F} + \beta_{24} \log \sigma_{t-1,S} \\
&\quad + \beta_{25} W_{t-1,S} + \beta_{26} M_{t-1,S} + u_{t,S}.
\end{align*}
\]
The system's parameters are estimated by least squares.
• Fractional Filter model (FF) that accounts for the long memory in the data
\[
\Delta_i^d \log \sigma_{t,i} = u_t, \quad i = F, S
\]
where \(u_t \sim i.i.d \ N(0, \nu^2)\).
• FIVAR(1, d) model (FIVAR):
\[
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
- \begin{bmatrix}
\phi_{11} & \phi_{12} \\
\phi_{21} & \phi_{22}
\end{bmatrix}
\begin{bmatrix}
\Delta_i^d \\
\Delta_i^d
\end{bmatrix}
= \begin{bmatrix}
\log \sigma_{t,F} \\
\log \sigma_{t,S}
\end{bmatrix} - \begin{bmatrix}
u_{t,F} \\
u_{t,S}
\end{bmatrix}
\]
The FIVAR(1, d) can be considered a VAR(1) calculated on the fractionally differenced series.

The forecasts are based on parameter estimates from rolling samples with a fixed sample size of 1,350 days. For every date \(t \geq 1,350\), the parameters of each specification are estimated with 1,350 observations including date \(t\). Then, we calculate the forecasts of the average futures and spot log-ranges over the periods \(t + 1, \ldots, t + s\), where \(s\) is equal to 1, 5, and 22, for daily, weekly, and monthly horizons, respectively. The presence of overlapping observations is avoided, meaning that we have 50 monthly, 220 weekly, and 1,100 daily forecasts. In this way, both short-term and long-term forecasts are considered.

\textsuperscript{11}The number of lags is chosen according to the Schwartz information criterion.
The actual average is defined as

$$\bar{V}_{t+1,t+s} = \frac{1}{s} \sum_{\tau=1}^{s} \log \sigma_{\tau+t,i}, \quad i = F, S, \quad s = \{1, 5, 22\}$$

The MSE, the RMSE, and the MAE statistics in Table VI clearly depict a situation where, except for daily forecasts of spot log-range, the FVECM outperforms the alternative models. It is particularly important to stress the fact that, considering longer forecasting horizons, the superior performance of the FVECM is more evident, for all statistics considered. The unbiasedness of the estimates is evaluated by regressing the actual average log-ranges on a constant and the corresponding out-of-sample forecast. This is the so-called Mincer and Zarnowitz (1969) regression which takes the following form:

$$\bar{V}_{t+1,t+s} = \alpha + \beta \hat{V}_{t+1,t+s} + u_{t+1,t+s}, \quad i = F, S$$

where $\hat{V}_{t+1,t+s}$ is the average of forecasts over the period $[t + 1, t + s]$ for each model. Table VII reports the results of the Mincer–Zarnowitz regressions. In Panel 7(a), the regression adjusted $R^2$s for the FVECM turn out to be higher for all horizon considered with the exception of 1-day ahead for spot log-range.
TABLE VII
Mincer–Zarnowitz Regression Results

<table>
<thead>
<tr>
<th></th>
<th>Log $\sigma_{1,F}$</th>
<th>Log $\sigma_{1,S}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>$s$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.2178</td>
<td>0.4696</td>
</tr>
<tr>
<td>2</td>
<td>0.3013</td>
<td>0.5233</td>
</tr>
<tr>
<td>3</td>
<td>0.3155</td>
<td>0.5391</td>
</tr>
<tr>
<td>4</td>
<td>0.3120</td>
<td>0.5367</td>
</tr>
<tr>
<td>5</td>
<td>0.2974</td>
<td>0.5302</td>
</tr>
<tr>
<td>6</td>
<td>0.2984</td>
<td>0.5316</td>
</tr>
<tr>
<td>7</td>
<td>0.3212</td>
<td>0.7389</td>
</tr>
<tr>
<td>8</td>
<td>0.9550</td>
<td>1.0995</td>
</tr>
<tr>
<td>9</td>
<td>0.7487</td>
<td>0.8644</td>
</tr>
<tr>
<td>10</td>
<td>0.7482</td>
<td>0.8655</td>
</tr>
<tr>
<td>11</td>
<td>0.9550</td>
<td>1.0995</td>
</tr>
<tr>
<td>12</td>
<td>0.2886</td>
<td>4.2859</td>
</tr>
</tbody>
</table>

Panel 7(a) reports the Mincer–Zarnowitz regression adjusted $R^2$, in bold the highest $R^2$ among the models considered for each forecast horizon. Panel 7(b) and (c) report estimates of the intercept and slope coefficients, $\alpha$ and $\beta$, in the regression (16). The t-statistics, in parenthesis, are computed using Newey–West standard errors. In bold when the null hypothesis ($\alpha = 0$ or $\beta = 1$) is rejected at 5% significance level. Panel 7(d) reports the $F$-test statistic for the joint hypothesis $\alpha = 0 \land \beta = 1$, the $P$-values are in parenthesis, in bold when the null hypothesis is rejected at 10% significance level.
The fit is particularly good for longer horizons. The Mincer–Zarnowitz coefficient estimates are presented in Panel 7(b) and 7(c), respectively. The test statistic for the restriction that $\alpha = 0$ and $\beta = 1$ is reported in Panel 7(d).

It clearly emerges that the FVECM, differently from alternative specifications, provides unbiased forecasts for all different choices of $s$, with the exception of the spot ranges when $s = 1$. It is noteworthy that when $s = 22$ the FVECM strongly overperforms the competing models. When considering longer forecast horizons, the fractional cointegration restriction improves the forecasts of spot log-ranges, since the adjustment mechanism implicit in the FVECM operates to restore the equilibrium. A test for the forecasting superiority of FVECM is carried out in Diebold and Mariano (1995) framework, focusing here on the mean squared error (MSE), see Patton (2011) for the choice of the loss function. The forecasting error of model $i$ at date $t$ is defined as the difference, $\varepsilon_{i,t}$, between the sample average of the log-ranges in the period $[t + 1, t + s]$ and the corresponding forecast provided by model $i$:

$$\varepsilon_{i,t} = \bar{V}_{t+1,t+s} - \hat{V}_{t+1,t+s}, \quad s = \{1, 5, 22\}, \quad n = 1, \ldots, N, \quad t = 1350, \ldots, T - s$$  \hspace{1cm} (17)

where $N = (T - 1,350)/s$ represents the number of forecasts, and is equal to 1,100, 220, 50 for the daily, weekly, and monthly horizon, respectively. Specifically, the interest is on the measure of the relative forecasting performance of the different model specifications, testing the superiority of model $i$ over FVECM, which is the benchmark, with a $t$-test for the null hypothesis that $\mu_i = 0$ in

$$\varepsilon_{i,n}^2 - \varepsilon_{FVECM,n}^2 = \mu_i + \nu_n, \quad i = F, S$$  \hspace{1cm} (18)

where a positive estimate of $\mu_i$ indicates support for the FVECM. Table VIII reports the $t$-statistics for the estimates of $\mu_i$, for all choices of $s$, and it clearly depicts a situation where the forecast errors associated with FVECM are significantly smaller than those of the competing models, in particular for longer horizons. Moreover, the values of the $t$-tests are positive and significant in most cases, that is the FVECM forecasts are more accurate than those of alternative models considered. In particular, the forecasting ability of FVECM can be attributed to its equilibrium adjustment mechanism, that in this case systematically leads to superior forecasting performances. Indeed, the FVECM dominates the alternative multivariate models considered, e.g. BHAR and FIVAR, which differ from the FVECM for the absence of an error correction term. It is interesting to note the superiority of FVECM’s forecasts of the spot log-range at weekly and monthly horizons. This is due to the error correction mechanism that induces the convergence of spot log-range to the long-run equilibrium. These results suggest that properly accounting for the long-run relation...
between log-ranges, that is implicit in the no-arbitrage pricing, provides a significant forecast improvement, since the futures log-range, given the speculative nature of futures contracts, leads the spot log-range.

Finally, the log-range forecasts can be employed to obtain estimates of the Value-at-Risk (VaR) for both assets. We compute for each asset the daily and weekly VaR at 5% level. The quantile used in the computation is obtained fitting a Student’s density to the returns data. The weekly VaR for each model is calculated with

$$\text{VaR}_{i,j} = \hat{\sigma}_{i,j} \cdot t_{\alpha}$$

where \(\hat{\sigma}_{i,j}\) is the forecast error variance of model \(i\) in period \(t\) for a given forecast horizon \(s\). \(a\), \(b\) and \(c\) denote 1, 5, and 10% significance level of the corresponding \(t\)-ratio test.

The results of the VaR analysis, for the daily and the weekly horizons, are reported in Table IX.\(^{12}\) The table reports the number of VaR exceedances at 5% and the \(P\)-values of the Kupiec (1995) (KP) and Christoffersen (1998) (CH) tests for the null hypothesis that the observed frequency of VaR exceedances is not statically different from 5%. In all cases, the observed probability that returns exceed the VaR threshold based on FVECM is not statistically different from the 5%. This result generally holds for the other models too. In order to evaluate the economic value of the VaR forecasts, the following loss functions are also employed:

$$LF_1 = \frac{100}{J} \sum_{j=1}^{J} (r_j - \text{VaR}_j)^2$$

$$LF_2 = \frac{100}{J} \sum_{j=1}^{J} |r_j - \text{VaR}_j|$$

where \(J\) indicates the length of the forecast sample, that is \(J = 1,100\) for the daily VaR and \(J = 220\) for the weekly VaR. The rationale behind this choice for

\(^{12}\)The sample of 50 monthly forecasts is too small to guarantee a reliable VaR exercise.
the loss functions is that once the null hypotheses of KP and CH tests are not rejected a bank is clearly interested in minimizing the distance between the observed returns and the VaR. It is noteworthy the fact that, according to the loss functions, the VaR based on the fractional cointegration model provides the best performance at the weekly horizon for both futures and spot prices. At daily horizon, the loss functions are very close to those obtained with the UHAR. This evidence further corroborates the forecasting results, namely that the ECM, included in the FVECM, improves the precision of the long-run forecasts but is less effective in the short run.

7. CONCLUSIONS

This study presents an innovative model setup, based on a well-known no-arbitrage pricing formula, which exploits the efficient information contained in the futures log-range series, in order to provide superior forecasts of the spot log-range. Given the long-memory property of the log-range series, the analysis is carried out in terms of fractional cointegration so that the dynamic behavior of the two series is modeled by a fractional VECM model, as defined by Johansen (2008). The cointegrated system is estimated, by means of a profile likelihood
technique, that allows to jointly estimate fractional and cofractional orders. This technique extends the estimation method proposed in Łasak (2008) and Johansen and Nielsen (2011). A clear empirical evidence confirms the presence of a common stochastic trend with long memory that captures the total persistence of the system, so that the error correction term is integrated of order 0. Moreover, the parameter $\beta$ is close to the theoretical value $-1$, and the spot log-range converges faster to the long-run equilibrium than the futures log-range. This evidence suggests that futures volatility, as measured by the range, is the driving factor in the volatility process, given that the futures contracts are more efficient in processing the new information. Allowing for the long-range dependence between spot and futures volatility improves significantly the out-of-sample forecasts, given the equilibrium mechanism that is incorporated in the model for fractional cointegration, and, as a by-product, provides more reliable VaR forecasts.

**APPENDIX A: SIMULATION STUDY**

The finite-sample properties of the profile ML procedure, outlined in Johansen and Nielsen (2011), are evaluated by means of a Monte Carlo simulation. Two stationary fractionally cointegrated processes are generated from an FVECM, without short-term dynamics

\[
\begin{align*}
Y_t &= \alpha_1 (\Delta^{-b} - 1) (Y_t - \beta X_t) + \Delta^{-d} e_{1t} \\
X_t &= \alpha_2 (\Delta^{-b} - 1) (Y_t - \beta X_t) + \Delta^{-d} e_{2t}
\end{align*}
\]  
(A1)

where $d = 0.4$, $\beta = 1$, and $\alpha = (-0.5, 0.5)$. The parameter $b$ assumes values 0.4 and 0.3. The infinite moving-average representation of the long-memory process, $\mu_t$, is given by

\[
u_{i,t} = \Delta^d \varepsilon_{i,t} = \sum_{i=0}^{\infty} \psi_i \varepsilon_{i,t-i}
\]  
(A2)

where $\nu_i = i^{d-1}/(d - 1)$ as $i \to \infty$, see Hosking (1981). From a practical point of view, a truncated version of (22) is considered, that is

\[
u_{i,t}^* = \sum_{i=0}^{i-1} \psi_i \varepsilon_{i,t-i}
\]

where the pre-sample values are assumed to be equal to zero.

The Monte Carlo experiment is based on 1,000 replications, with $T$ observations each, where $T = \{500, 1,000, 2,000\}$. $\varepsilon_{1t}$ and $\varepsilon_{2t}$ are randomly generated from a bivariate normal distribution with mean 0, variance 1, and correlation

\[
u_{i,t}^* = \sum_{i=0}^{i-1} \psi_i \varepsilon_{i,t-i}
\]
equal to 0.9 (these values are close to those observed in the futures-spot data set). All the parameters are then estimated following the Johansen and Nielsen (2011) method, assuming that the cointegration rank is known and equal to 1. The percentiles of the Monte Carlo distribution of the parameters estimates are reported in Table X. The precision in the estimation of the parameters increases with the sample size. This is due to the long-memory feature of the generated series. Moreover, the parameter dispersion, as measured by the RMSE, increases with the difference between \( d \) and \( b \), as already noted by Lasak (2008). Notably, the MLE of \( b \) is fairly precise also for moderate sample sizes; see the plots in Figure 3. Moreover, the Monte Carlo distribution of \( \hat{\beta} \) is clearly much more concentrated around the true value when \( b = 0.4 \) with respect to the case of \( b = 0.3 \). This is consistent with the results of Johansen and Nielsen (2011) that establish that the convergence rate of \( \hat{\beta} \) is equal to \( T^b \). On the other hand, the estimates of the vector \( \alpha \) appear to be more dispersed; this is due to the fact that \( \hat{\alpha} \) is a function of \( \hat{\alpha}', \hat{\beta}, \) and \( \hat{\beta} \), and hence it is affected by the estimation uncertainty present in the previous step. As shown in Figure 3,
Monte Carlo kernel densities of the FVECM parameter estimates for $b = 0.3$ (panel a) and $b = 0.3$ (panel b). Vertical dotted lines represent the true values. Solid lines correspond to $T = 2,000$, dashed lines to $T = 1,000$, and dotted lines to $T = 500$. 
the densities of the $\alpha$ estimates are far from symmetric, in particular when $T = 500$. This is due to the presence of outliers in correspondence of values of $\hat{b}$ that are negative. Note that the skewness tends to zero when $T \to \infty$, and this is in accordance with the asymptotic results in Johansen and Nielsen (2011). These results suggest that the estimation of the FVECM parameter with Johansen and Nielsen (2011) method is highly reliable when the sample size is larger than 2000 and $d = b$ which is the case in the log-range analysis.
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