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1 Introduction

A stochastic integral driven by a Gaussian process with dependent increments is developed in Dippon & Schiemert (2006b). This class can be seen as a class of generalized Brownian motions. The stochastic integral is using the Wick product and is defined in the Hida distribution sense similar to Hu & Øksendal (2003). The calculus includes a related chain rule, which contains Itô's rule in the case of the Brownian motion, and an existence and uniqueness theorem for certain types of stochastic differential equations driven by Gaussian processes with dependent increments.

An element of the class of generalized Brownian motions is the fractional Brownian motion (fBm). This Gaussian process has dependent increments which makes it interesting for applications in network simulations and finance, see Norros (1995), Hu & Øksendal (2003) and Bender (2003a). In order to use this process in finance it is helpful to have a stochastic calculus wrt. fractional Brownian motion. Especially a stochastic integral driven by a fractional Brownian motion is practical. Duncan, Hu & Pasik-Duncan (2000) suggested to define this integral by the use of the Malliavin calculus and the Wick product. In their paper they derive a fractional Itô rule, which turned out to be incorrect, see Bender (2003a). Alternatively, Hu & Øksendal (2003) defined a stochastic integral driven by a fractional Brownian motion in the Hida distribution sense and by the use of the Wick product. Their construction of a Black-Scholes model is to use the so-called Wick portfolio, where the product is replaced by the Wick product. As the Wick product is not declared path-wise, in contrast to the ordinary product, several problems of the economic interpretation of this portfolio arise, see Björk & Hult (2005). However, Dippon & Schiemert (2006a) defined a Black-Scholes market with memory using a Wick portfolio similar to Hu & Øksendal (2003), and showed that there is a sufficient answer to how to treat the critics of Björk & Hult (2005) about the interpretation of the Wick portfolio. Dippon & Schiemert (2006a) showed that for a Wick portfolio there exists an equivalent ordinary portfolio in terms of value and vice versa.

In the present paper we apply the stochastic calculus of Dippon & Schiemert (2006a) and develop a bond market with memory, where the memory arises from a Gaussian process with dependent increments where the fractional Brownian motion is a special case. We use Wick portfolios and show that they have a sensible economic interpretation and extend the setup to other possible applications in finance.

The development of a bond market with memory should be seen as an unexplored path in alleviating the critics of the standard dynamic term structure models (DTSMs). Recent research has been considering models with correlated state variables (Dai & Singleton (2000)), nonlinear dynamics or more flexible forms of the market price of risk (see, for example, Ahn & Gao (1999), Duarte (2004), Leippold & Wu (2000), and Ahn, Dittmer & Gallant (2002)), quadratic models (see Leippold & Wu (2000) and Ahn et al. (2002)), bond prices with jumps (Johannes (2004), Zhou (2001), and Das (2002)), and regime shifts (Ang & Bekaert (2002))
but have not explored the possibility that the underlying state variable could be governed by a generalized Brownian motion.

Therefore, this paper takes a different path. We expand the flexibility of the model by applying a generalized Brownian motion (gBm) as the governing force of the state variable instead of the usual Brownian motion, but still embed our model in the settings of the class of affine DTSMs. Besides this theoretical contribution, we propose an estimation methodology based on the ordinary Kalman filter approach.

The remainder of the paper is organized as follows. The next section presents the concept of Gaussian processes with dependent increments. Section 3 derives the model for the short rate and Section 4 derives the arbitrage free pricing. Section 5 shows that the setup is readily extendable to a multi factor setting, and Section 6 offers an estimation methodology based on the ordinary Kalman filter. Section 7 gives a brief overview of other possible applicabilities and Section 8 offers concluding remarks.

All proofs are in the appendices.

2 A class of Gaussian processes with dependent increments

Let \( | \cdot |_0 \) denote the norm and \( \langle \cdot, \cdot \rangle \) the inner product of \( L^2(\mathbb{R}) \). If \( \eta \in C^\infty(\mathbb{R}) \) and for all nonnegative integers \( n, k \):

\[
|u^k \eta^{(n)}(u)| \rightarrow 0, \quad |u| \rightarrow \infty,
\]

then \( \eta \) is called rapidly decreasing. The set \( \mathcal{S}(\mathbb{R}) \) denotes the set of rapidly decreasing functions and is called a Schwartz space. By the inequality

\[
|\eta(u)| \leq \frac{C}{|u|},
\]

for sufficient large \( C \) and sufficient large \( |u| \), which is a consequence of (1), it is established that \( \mathcal{S}(\mathbb{R}) \subset L^2(\mathbb{R}) \). Let \( \mathcal{S}'(\mathbb{R}) \) denote the dual space of \( \mathcal{S}(\mathbb{R}) \), which is called the space of tempered distributions. As a result of the Hilbert space theory the inner product of \( L^2(\mathbb{R}) \) can be extended to the bilinear form \( \langle \omega, \eta \rangle \), where \( \omega \in \mathcal{S}'(\mathbb{R}) \) and \( \eta \in \mathcal{S}(\mathbb{R}) \).

The calculus presented here is defined on the probability space \((\mathcal{S}'(\mathbb{R}), \mathcal{B}, \mu)\) with the Gaussian measure \( \mu \), see Appendix A. Suppose \( m(\cdot, \cdot) : \mathbb{R}^2 \rightarrow \mathbb{R} \) such that for all \( t \in \mathbb{R} \) the function \( m(\cdot, t) \in L^2(\mathbb{R}) \). Define \( v(s, t) = \int_\mathbb{R} m(u, t)m(u, s) \, du \) and the stochastic process \( B^v_t \) by

\[
B^v_t := \int_\mathbb{R} m(u, t) \, dB_u, \quad t \in \mathbb{R},
\]

with ordinary Brownian motion \( B_u \). We choose \( m(u, t) \) such that \( \frac{d}{dt} m(\cdot, t) \in \mathcal{S}'(\mathbb{R}) \) for all \( t \in \mathbb{R} \) i.e. it is differentiable in the sense of tempered distributions. The process \( B^v_t \) is a Gaussian
A centered Gaussian process with covariance function

\[ v(s, t) = \int_{\mathcal{S}(\mathbb{R})} B_s^w B_t^w \, d\mu = \int_{\mathbb{R}} m(u, s) m(u, t) \, du. \]

Let \( m(u, 0) \equiv 0 \), hence \( B_0^w = 0 \), and \( B_t^w \) is a centered Gaussian process. The properties \( v(t, t) \geq 0 \) and \( v(s, t) = v(t, s) \) are obvious.

**Example 2.1 (Ordinary Brownian motion)** The stochastic process \( B_t^w = B_t \) is the ordinary Brownian motion if \( m(u, t) = 1_{(0, \varepsilon)}(u) \). Its covariance function is \( v(s, t) = \min(t, s) \). This example is further discussed in Kuo (1996, Chapter 3.1).

**Example 2.2 (A Gaussian process with short range dependency)** Let \( m(u, t) = t^2 \exp(-(u - t)^2) \), hence \( v(s, t) = \sqrt{\pi} t^2 s^2 \exp(-(t - s)^2/2) \).

**Example 2.3 (Fractional Brownian motion)** We use the following operator \( M^d_{\pm} \) to introduce the fractional Brownian motion and later on its derivative. Define \( M^d_{\pm} \) with memory parameter \( d \in (-1/2, 1/2) \) for \( \eta \in \mathcal{S}(\mathbb{R}) \) as

\[
(M^d_{\pm} \eta)(t) := \begin{cases}
K_d \frac{\Gamma(d)}{\Gamma(d+1)} \int_{-\infty}^{t} \eta(s)(t-s)^{d-1} \, ds & \text{for } d > 0 \\
\eta(t) & \text{for } d = 0 \\
K_d \frac{\Gamma(-d)}{\Gamma(-d+1)} \lim_{\epsilon \to 0} \int_{\epsilon}^{\infty} \frac{\eta(t) - \eta(t+s)}{(s)^{1-d}} \, ds & \text{for } d < 0
\end{cases}
\]

and

\[
(M^{-d}_{\pm} \eta)(t) := \begin{cases}
K_d \frac{\Gamma(d)}{\Gamma(d+1)} \int_{-\infty}^{t} \eta(s)(t-s)^{d-1} \, ds & \text{for } d > 0 \\
\eta(t) & \text{for } d = 0 \\
K_d \frac{\Gamma(-d)}{\Gamma(-d+1)} \lim_{\epsilon \to 0} \int_{\epsilon}^{\infty} \frac{\eta(t) - \eta(t+s)}{(s)^{1-d}} \, ds & \text{for } d < 0
\end{cases}
\]

with

\[ K_d = \Gamma(d+1) \left( \frac{2d + 1 \Gamma(1-d)}{\Gamma(d+1) \Gamma(1-2d)} \right)^{1/2}. \]

The operator \( M^d_{\pm} \) is essentially the Riemann-Liouville fractional integral for \( d > 0 \) and the Marchaud fractional derivative for \( d < 0 \). For further information, see Samko, Kilbas & Marichev (1993, Chapter 6). The fractional Brownian motion \( B_t^w \) is thus a modification of \( \int_{\mathbb{R}} (M^d_{\pm} 1_{[0,\varepsilon]})(s) \, dB_s \). Another representation of the fractional Brownian motion up to modification is \( B_t^w = \langle \cdot, M^d_{\pm} 1_{[0,\varepsilon]} \rangle \). The covariance function is therefore \( v(s, t) = 1/2(|t|^{2d+1} + |s|^{2d+1} - |s-t|^{2d+1}) \).

We suppose that there is a \( \eta \in \mathcal{S}(\mathbb{R}) \) such that for all \( t \in [0, T] \), \( T > 0 \)

\[
\left\langle \frac{dm(u, t)}{dt}, \eta(u) \right\rangle = 1_{[0, T]}(t) \quad (2)
\]
holds, where $1_{[0,T]}$ is the indicator function of the interval $[0,T]$. Note that in the case of the Brownian motion, it follows that equation (2) can be satisfied on $[0,T]$ with an $\eta$, which is 1 on $[0,T]$ and decays outside of this interval smoothly to 0. This is also satisfied for the fractional Brownian motion since the function $1_{[0,T]}(t)$ can be extended to the domain $t \in \mathbb{R}$ smoothly such that it has compact support, and it is therefore in the domain of the operator $M^d_{\pm}$. By using the inverse operator the existence of $\eta \in S(\mathbb{R})$ is obtained, see Bender (2003c, corollary 4.6).

Now, since we allow for processes with memory we can in general not rely on the classical semi-martingale theory. Instead we use a different approach, which was recently put forth by Dippon & Schiemert (2006b). To simplify the exposition, we introduce the calculus through an example of the short interest rate.

### 3 The model for the short rate

As an example we generalize the Ornstein-Uhlenbeck process by replacing the ordinary Brownian motion $B_t$ by the Gaussian process with dependent increments $B^v_t$. Thus,

$$dr(t) = \kappa(\theta - r(t))dt + \sigma dB^v_t.$$  \hfill(3)

To solve this stochastic differential equation we first note that if $dr_0(t) = -\kappa r_0(t)dt$, then $r_0(t) = \exp(-\kappa t)C$. Furthermore, assuming that $C$ is a stochastic process, we can apply Dippon & Schiemert (2006b, proposition 9) which renders

$$dr(t) = -\kappa r(t)dt + \exp(-\kappa t)dC(t).$$

Now comparing this with equation (3) it follows that

$$\exp(-\kappa t)dC(t) = \kappa \theta dt + \sigma dB^v_t,$$

and thus

$$C(t) = C(0) + \int_0^t \exp(\kappa s)\kappa \theta ds + \int_0^t \sigma \exp(\kappa s) dB^v_s$$

$$= C(0) - \theta(1 - \exp(\kappa t)) + \int_0^t \sigma \exp(\kappa s) dB^v_s.$$  

Therefore

$$r(t) = \exp(-\kappa t)C(0) + \theta(1 - \exp(\kappa t)) + \int_0^t \sigma \exp(-\kappa (t - s)) dB^v_s.$$  

Note that if $C(0)$ is chosen to be a constant (which it usually is) and equal to the initial value $r(0)$, and that the shocks are driven by the fractional Brownian motion, the expectation and
covariance function of \( r(t) \) is \( E(r(t)) = \exp(-\kappa t)C(0) + \theta(1 - \exp(\kappa t)) \) and

\[
Cov(r(t), r(s)) = E(\int_0^t \sigma \exp(-\kappa(t-u)) dB_u^d \int_0^s \sigma \exp(-\kappa(s-u)) dB_u^d) \\
= E(\sigma^2 \int_\mathbb{R} (M_d^d(1_{[0,t]}(w)\exp(-\kappa(t-w))))(u)dB_u \times \\
\int_\mathbb{R} (M_d^d(1_{[0,s]}(w)\exp(-\kappa(s-w))))(u)dB_u) \\
= \int_\mathbb{R} \sigma^2(M_d^d(1_{[0,t]}(w)\exp(-\kappa(t-w))))(u)(M_d^d(1_{[0,s]}(w)\exp(-\kappa(s-w))))(u)du,
\]
respectively, see Bender (2003c) for details. By applying Bender (2003c, proposition 7.25), the variance of the process \( r(t) \) is

\[
\sigma^2 v(t,t) - 2\sigma^2 \int_0^t \kappa \exp(-\kappa(t-s))v(t,s)ds \\
+ \sigma^2 \int_0^t \int_0^t \kappa^2 \exp(-2\kappa t + \kappa(s+u))v(u,s)dsdu,
\]
where \( v(t,s) \) is the covariance function of the Gaussian process \( B_t^r \).

## 4 Arbitrage free pricing

Let \( \|\cdot\|_0 \) denote the norm of \( L^2 := L^2(S'(\mathbb{R}), \mu) \). Let the wealth process of an account be described by

\[
A(t) = A(0) \exp\left(\int_0^t r(s)ds\right) = A(0) \exp^{\diamond} \left(\int_0^t r(s)ds + \gamma(t)\right),
\]
where

\[
\gamma(t) := \frac{1}{2} \left\| \int_0^t \int_0^s \sigma \exp(-\kappa(s-u))dB_u^d \right\|_0^2 = \frac{1}{2} \int_0^t \int_0^s \sigma^2 \exp(-2\kappa t + \kappa(u+s))v(u,s)du ds.
\]
Furthermore let \( P^T(t,r(t)) \) be the wealth process of a zero coupon bond with maturity \( T \).

**Definition 4.1** Let \( t \in [0,T] \) with \( T > 0 \). The wealth process \( V^\alpha(t) \) of an ordinary portfolio \((\varphi_A^\alpha(t), \varphi_T^\alpha(t))\), consisting of an account \( A(t) \) and a zero coupon bond \( P^T \) with \( \varphi_A^\alpha(t), \varphi_T^\alpha(t) \in \left(L^2\right) \), is defined by

\[
V^\alpha(t) := \varphi_A^\alpha(t) \cdot A(t) + \varphi_T^\alpha(t) \cdot P^T(t,r(t))
\]
such that \( V^\alpha(t) \in \left(L^2\right) \). The wealth process \( V^w(t) \) of a Wick portfolio \((\varphi_A^w(t), \varphi_T^w(t))\), consisting of an account \( A(t) \) and a zero coupon bond \( P^T \) with \( \varphi_A^w(t), \varphi_T^w(t) \in \left(L^2\right) \), is defined by

\[
V^w(t) = \varphi_A^w(t) \circ A(t) + \varphi_T^w(t) \circ P^T(t,r(t))
\]
such that $V^w(t) \in (L^2)$. 

Using Definition 4.1, it is possible to show the following theorem

**Theorem 4.2** For an ordinary portfolio $(\varphi_\alpha^o(t), \varphi_\tau^o(t))$, there exists a Wick portfolio $(\varphi_\alpha^w(t), \varphi_\tau^w(t))$ such that 

$$V^w(t) = V^o(t)$$ 

a.s. for all $t \in [0, T]$ and vice versa.

**Proof.** See Appendix B. ■

Theorem 4.2 states that Wick portfolios can be interpreted as ordinary portfolios and thus that they provide meaningful economic interpretations, which contrast the findings of Björk & Hult (2005).

Now if we assume, without loss of generality, that $P^T(t, r(t))$ is exponentially affine in the short rate $r(t)$ 

$$P^T(t, r(t)) = \exp(a^o(t) + b^o(t)r(t)),$$

where $a^o$ and $b^o$ are defined later, we can write the price using the Wick exponential by 

$$P^T(t, r(t)) = \exp \left( a^o(t) + b^o(t)r(t) + \frac{(b^o(t))^2}{2} \left\| \int_0^t \sigma \exp(-\kappa(t-s))dB_s^w \right\|_0^2 \right)$$

$$= \exp(a(t) + b(t)r(t)), \quad (4)$$

where $a(t) := a^o(t) + \frac{(b^o(t))^2}{2} \left\| \int_0^t \sigma \exp(-\kappa(t-s))dB_s^w \right\|_0^2$ and $b(t) := b^o(t)$. By this definition it is possible to derive the Ricatti equations 

$$\frac{da(t)}{dt} = (\lambda \sigma - \kappa \theta)b(t) + \frac{d\gamma(t)}{dt}$$

and 

$$\frac{db(t)}{dt} = 1 + \kappa b(t),$$

subject to $a(T), b(T) = 0$, such that 

$$b(t) = \frac{\exp(-k(T-t)) - 1}{k}, \quad (5)$$

and 

$$a(t) = (\lambda \sigma - \kappa \theta) \frac{(\exp(-k(T-t)) - 1)/k + T - t + \gamma(t) - \gamma(T)}{k}$$

$$= \left( \frac{\lambda \sigma}{\kappa} - \theta \right) (b(t) + T - t) + \gamma(t) - \gamma(T), \quad (6)$$
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where λ is the market price of risk. Note that the market price of risk is in general defined by

\[ \lambda(t) \phi^T(t, r(t)) := \alpha^T(t, r(t)) - \left( r(t) + \frac{d}{2dt} \left\| \int_0^t \int_0^s \sigma \exp(-\kappa(s-u)) dB^u_s \, ds \right\|_0^2 \right), \]

and derived from the chain rule for \( P^T(t, r(t)) \)

\[ dP^T = \left( P^T_t + P^T_r \phi^T(\kappa(\theta-r(t))) \right) \, dt + P^T_r \sigma \, dB^r_t, \]

where

\[ \alpha^T(t, r(t)) := \left( P^T_t + P^T_r \phi^T(\kappa(\theta-r(t))) \right) \phi(P^T) \]

and

\[ \sigma^T(t, r(t)) := \sigma P^T_r \phi(P^T)^\setminus. \]

Here \( \setminus \) denotes the Wick inverse, which exists as \( P^T > 0 \) a.s. Note that from the absence of arbitrage, it follows that the market price of risk \( \lambda \) is independent of the maturity of the zero coupon bond \( P^T \), see Appendix B for the proof.

Now, recall that a portfolio \( (\varphi_A, \varphi_T) \) is self-financing if

\[ V(t) - V(0) = \int_0^t \varphi_A(t) dA(t) + \int_0^t \varphi_T(t) dP^T \]

holds a.s. for all \( t \in [0, T] \). Also recall that the self-financing portfolio is called an arbitrage if \( V(0) = 0, V(T) \geq 0 \) a.s., and \( E(V(T)) > 0 \). Applying this definition, and assuming that \( P^T(t, r(t)) \) follows (4), we can state the following theorem

**Theorem 4.3** Assume that equation (3) holds and that \( P^T(t, r(t)) \) is given by (4) with \( a(t) \) and \( b(t) \) given by (6) and (5), respectively, then there is no arbitrage in the class of self-financing portfolios.

**Proof.** See Appendix B. \( \blacksquare \)

Applying Theorem 4.3, we can state the following bond price equation

**Theorem 4.4** The price of a zero coupon bond \( P^T \) with maturity \( T \) satisfies the equation

\[ (\lambda \sigma^T + r(t) + \psi(t)) \phi^T = P^T_t + P^T_r \phi^T(\kappa(\theta-r(t))) \]

with \( P^T(T, r(T)) = 1 \). Thus

\[ P^T(t, r(t)) = \exp^\phi(a(t) + b(t)r(t)) \]

\[ = \exp \left( a(t) + b(t)r(t) - \frac{1}{2} b^2(t) \left\| \int_0^t \sigma \exp(-\kappa(t-s)) dB^s_s \right\|_0^2 \right). \]
Proof. See Appendix B. ■

5 Multi-factor Ornstein-Uhlenbeck model with memory

To show the flexibility of the setup derived in Section 4, this section extends the results to a multi-factor setting with correlated state variables.

Consider the short rate constructed by multiple factors

\[ r_n(t) = \alpha_0 + \sum_{l=1}^{n} \alpha_l p_l(t), \]

where \( \alpha_l \), \( l \in \{0, \ldots, n\} \), are constant, and \( p_l \) satisfies

\[ dp_l(t) = k_l(\theta_l - p_l(t))dt + \sigma_l dB^v_t \] (7)

for all \( l \in \{1, \ldots, n\} \), \( \sigma_l, \theta_l, k_l > 0 \).

Here \( B^v_t \) are Gaussian processes with dependent increments. Since the solution of equation (7) is given by

\[ p_l(t) = c_l \exp(-k_l t) + \theta_l (1 - \exp(-k_l t)) + \int_0^t \sigma_l \exp(-k_l(t-s))dB^v_s \]

with constants \( c_l \), the short rate can be written as

\[ r_n(t) = \alpha_0 + \sum_{l=1}^{n} \alpha_l (c_l \exp(-k_l t) + \theta_l (1 - \exp(-k_l t))) + \sum_{l=1}^{n} \int_0^t \alpha_l \exp(-k_l(t-s))\sigma_l dB^v_s \]

with the differential form

\[ dr_n(t) = \sum_{l=1}^{n} \alpha_l k_l(\theta_l - p_l(t))dt + \sigma_l \alpha_l dB^v_t. \]

To derive the multi-factor bond price \( P_{T,n} \), let

\[ \psi_n(t) := \left. \frac{d}{2dt} \right| \left[ \int_0^t \int_0^s \sum_{l=1}^{n} \alpha_l \sigma_l \exp(-k_l(s-u))dB^v_u \right]^{2} \bigg|_0^t, \] (8)

and assume that there is an \( \eta \in \mathcal{S} (\mathbb{R}) \), \( \eta = \sum_{l=1}^{n} \eta_l \), such that for all \( l \in \{1, \ldots, n\} \) and for all \( t \in [0, T] \) it holds that

\[ \left\langle \frac{dm_l(u,t)}{dt}, \eta_l(u) \right\rangle = 1_{[0,T]_l}(t). \] (9)

and

\[ \left\langle \frac{dm_l(u,t)}{dt}, \eta_j(u) \right\rangle = 0, \text{ for } j \neq l. \] (10)
Furthermore, assume that the bond price is exponentially affine

$$P^{T,n}(t, r_n(t)) = \exp \left( a(t) + \sum_{l=1}^{n} b_t(t)p_l(t) \right),$$

(11)

where the deterministic functions $a, b$ satisfy the differential equations on $[0, T]$

$$-\alpha_l + b'_l(t) - k_l b_l(t) = 0$$

(12)

for all $l \in \{1, \ldots, n\}$ and $b_l(T) = 0$, and

$$a'(t) - \psi_n(t) - \alpha_0 = \sum_{l=1}^{n} (\zeta_l - k_l \theta_l) b_l(t),$$

(13)

with $a(T) = 0$. $\zeta_l$ are unspecified constants.

Now, since it can be shown that all definitions and theories of section 4 holds with the above assumptions, interchanging $r(t)$ and $r_n(t)$, we can state the following

**Theorem 5.1** The price of the zero coupon bond $P^{T,n}$ with maturity $T$ satisfies in $[0, T]$ the equation

$$P^{T,n}(t, r_n(t)) = \exp \left( a(t) + \sum_{l=1}^{n} b_t(t)p_l(t) \right),$$

where $a(t), b_l(t)$ satisfy the equations (13) and (12), such that

$$b_l(t) = \alpha_l \exp(-k_l(T - t)) - 1$$

and

$$a(t) = a(0) + \int_{0}^{t} \psi_n(t) + \alpha_0 - \sum_{l=1}^{n} (\zeta_l - k_l \theta_l) b_l(t)dt.$$

**Proof.** See Appendix B

Note that nowhere in the derivation of Theorem (5.1) have we assumed that $B^{\psi_i}_t$ and $B^{\psi_j}_t$ are uncorrelated. Thus, it is possible to derive a bond price governed by intercorrelated factors with (long-range) dependent increments.

6 An Econometric Methodology

To give an example of how to materialize the proposed setup, we apply a state space formulation.

If the short rate $r(t)$ for example follows an Ornstein-Uhlenbeck process, it is known that such a process can be written as the following transition

$$r(t) = e^{-\kappa(t-s)}r(s) + \theta(1 - e^{-\kappa(t-s)}) + \sigma \int_{s}^{t} e^{-\kappa(t-u)} dB_u,$$
where $B_u$ is a Brownian motion.

The exact state space formulation is based on the transition density, i.e. the conditional density of $r(t)$ given $r(s)$. It is known from Vasicek (1977) that the exact transition density is the product of normal densities, i.e. the equidistant state process \( \{ r(t + \Delta k) \}_{k \in \mathbb{Z}} \) is a Markov process for any $\Delta > 0$.

In case $r(t)$ e.g. is a fractional Ornstein-Uhlenbeck process, then the $d$th difference of $r(t)$, $r^{(d)}(t)$, may be written as

\[
r^{(d)}(t) = e^{-\kappa \Delta} r^{(d)}(s) + \theta (1 - e^{-\kappa \Delta}) + \sigma \int_s^t e^{-\kappa \Delta} dB_u,
\]

where $t - s = \Delta$. In other words, $r(t)$ sampled at equidistant time points is an ARFIMA$(1,d,0)$ process. In this case \( \{ r(t + \Delta k) \}_{k \in \mathbb{Z}} \) is not Markov, and to apply the Kalman filter, we have to define the state variable (or vector) differently than in the ordinary case.

If we let $y(t) = (y(1,t), \ldots, y(n,t))^T$ be an $n$-dimensional vector of yields observed at time $t$, then the approach can be described as follows.

From the exponential affine relation, $P_T(t, r(t)) = \exp(a_o(t) + b_o(t) r(t))$, the yields can be expressed as

\[
y(t) = -\frac{1}{\tau} \log P_T(t, r(t)) = d(t) + \tilde{z}(t) r(t),
\]

where $d(t)$ and $\tilde{z}(t)$ are the $n$-dimensional vectors

\[
\begin{align*}
d(t) &= \begin{pmatrix}
-a_o(t_1)/\tau_1 \\
\vdots \\
-a_o(t_n)/\tau_n
\end{pmatrix}, \\
\tilde{z}(t) &= \begin{pmatrix}
-b_o(t_1)/\tau_1 \\
\vdots \\
-b_o(t_n)/\tau_n
\end{pmatrix},
\end{align*}
\]

respectively, where $\tau = T - t$. Adding an error term to (15), we obtain a measurement equation for the observed yields, where $r(t)$ is an unobserved variable.

### 6.1 An approximation to the Kalman Filter for the ARFIMA$(1,d,0)$

Now let $r(t)$ be an ARFIMA model according to (14). Then

\[
r(t) = \mu + \varphi r(t-1) + \zeta^{(d)}(t),
\]

where $\mu = \theta(1 - e^{-\kappa \Delta})$, $\varphi = e^{-\kappa \Delta}$, and $\zeta^{(d)}(t)$ is integrated fractional white noise\(^{1}\) with parameters $d$ and $\sigma^2$. Then $\hat{x}(t) = (1 - L)^d r(t)$ is the AR$(1)$ process with mean zero\(^{2}\)

\[
\hat{x}(t) = \varphi \hat{x}(t-1) + \tilde{\zeta}(t),
\]

\(^{1}\)Fractional white noise in the statistical sense is defined as a stationary ARFIMA$(0,d,0)$ process. Note that stationarity requires $-\frac{1}{2} < d < \frac{1}{2}$.

\(^{2}\)Note that if $0 < d \leq 1$, then the mean $(1 - L)^d \mu = 0$ because $\sum_{k=0}^{\infty} \xi_k^{(d)} = 0$. 
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where \( \zeta(t) \) is a white noise process with variance \( \sigma^2(1 - e^{-2\kappa\Delta})/2\kappa \).

To obtain a feasible version, we truncate the infinite polynomial

\[
(1 - L)^d = \sum_{k=0}^{\infty} \left[ \frac{\Gamma(k - d)}{\Gamma(k + 1)\Gamma(-d)} \right] L^k
\]

at the \((m - 1)\)th power, thereby defining the following finite filtered variable

\[
x(t) = \sum_{k=0}^{m-1} c_k^{(d)} r(t - k),
\]

where

\[
c_k^{(d)} = \frac{\Gamma(k - d)}{\Gamma(k + 1)\Gamma(-d)}, \quad k = 0, 1, 2, \ldots, m - 1.
\]

Then, according to (16)

\[
x(t) = \mu + \sum_{k=0}^{m-1} c_k^{(d)} + \varphi x(t - 1) + \zeta(t).
\]

Here \( \zeta(t) = \sum_{k=0}^{m-1} c_k^{(d)} \zeta^{(d)}(t - k) \), which converges to a white noise process for \( m \to \infty \).

Consider the \( m \)-dimensional vector \( x(t) \) defined from equation (18) by

\[
\begin{bmatrix}
    x(t) \\
    x(t - 1) \\
    x(t - 2) \\
    \vdots \\
    x(t - m + 1)
\end{bmatrix}
\]

Then the following transition holds

\[
x(t) = \mu + T x(t - 1) + \zeta(t),
\]

where \( \mu, \zeta(t) \) and \( T \) are the two \((m \times 1)\) vectors and partitioned \((m \times m)\) matrix given as

\[
\mu = \begin{bmatrix}
    \mu \sum_{k=0}^{m-1} c_k^{(d)} \\
    0 \\
    \vdots \\
    0
\end{bmatrix}, \quad \zeta(t) = \begin{bmatrix}
    \zeta(t) \\
    0 \\
    \vdots \\
    0
\end{bmatrix}, \quad \text{and} \quad T = \begin{bmatrix}
    \varphi & 0_{m-1} \\
    I_{m-1} & 0_{m-1}
\end{bmatrix}.
\]

To be able to express the vector of observed yields as a function of the state vector \( x(t) \), we
derive from [17] 

\[ \mathbf{x}(t) = \mathbf{A}_1 \mathbf{r}(t) + \mathbf{A}_2 \mathbf{r}(t-m), \]

where

\[ \mathbf{r}(t) = \begin{bmatrix} r(t) \\ r(t-1) \\ \vdots \\ r(t-m+1) \end{bmatrix}, \quad \text{and} \]

\[ \mathbf{A}_1 = \begin{bmatrix} 1 & c_1^{(d)} & c_2^{(d)} & \cdots & c_{m-1}^{(d)} \\ 0 & 1 & c_1^{(d)} & \cdots & c_{m-2}^{(d)} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \end{bmatrix}, \quad \mathbf{A}_2 = \begin{bmatrix} 0 & 0 & 0 & \cdots & 0 \\ c_{m-1}^{(d)} & 0 & 0 & \cdots & 0 \\ c_{m-2}^{(d)} & c_{m-1}^{(d)} & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ c_1^{(d)} & c_2^{(d)} & \cdots & c_{m-1}^{(d)} & 0 \end{bmatrix}. \]

Since \( \mathbf{A}_1 \) is non singular with inverse

\[ \mathbf{A}_1^{-1} = \begin{bmatrix} 1 & c_1^{(-d)} & c_2^{(-d)} & \cdots & c_{m-1}^{(-d)} \\ 0 & 1 & c_1^{(-d)} & \cdots & c_{m-2}^{(-d)} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \end{bmatrix}, \]

where

\[ c_k^{(-d)} = \frac{\Gamma(k+d)}{\Gamma(k+1)\Gamma(d)}, \quad k = 0, 1, 2, \cdots, m-1, \]

we obtain that

\[ \mathbf{r}(t) = \mathbf{A}_1^{-1} \mathbf{x}(t) - \mathbf{A}_1^{-1} \mathbf{A}_2 \mathbf{r}(t-m), \]

and the first row in this equation is

\[ r(t) = \sum_{k=0}^{m-1} c_k^{(-d)} x(t-k) - \sum_{k=1}^{m-1} \left( \sum_{j=k}^{m-1} c_j^{(-d)} c_{m+k-j-1}^{(d)} \right) r(t-m-k) \quad (19) \]

\[ \approx \sum_{k=0}^{m-1} c_k^{(-d)} x(t-k). \]

The second term in (19) is an artifact of the truncation of \( \dot{x}(t) \) induced by the finite filter defining \( x(t) \) in (17), and we omit it since if \( m \to \infty \) this term vanishes.
Returning to the relation in (15), we obtain the following

\[ y(t) = d(t) + \tilde{z}(t) r(t) \]
\[ \approx d(t) + \tilde{z}(t) \left( \sum_{k=0}^{m-1} c_k^{(-d)} x(t-k) \right) \]
\[ = Z(t) x(t) + d(t), \quad (20) \]

where\(^3\)

\[ Z(t) = \tilde{z}(t) \left[ 1 \ c_1^{(-d)} \ \cdots \ c_{m-1}^{(-d)} \right]. \]

Having defined the state space equations above, one can use the ordinary Kalman filter techniques available in order to derive the implied parameters.

7 Other Applications of the Generalized Brownian Motion in Finance

Dippon & Schiemert (2006a) presented the Black-Scholes market with memory. They applied the Gaussian process with dependent increments \( B^v_t \) to drive the stock price \( S(t) \) with \( \mu \in \mathbb{R} \) and \( \sigma > 0 \) in

\[ dS(t) = \mu S(t)dt + \sigma S(t)dB^v_t. \]

Using the unique solution

\[ S(t) = S(0) \exp \left( \mu t + \sigma B^v_t - \frac{\sigma^2 v(t,t)}{2} \right), \]

Dippon & Schiemert (2006a) priced path-independent options. Here the wealth process, \( v(t, S(t)) = V(t, \theta) \) of the self-financing portfolio \( \theta \) replicating the contingent claim \( X \), satisfied the following stochastic partial differential equation

\[ r \frac{\partial v(t,S(t))}{\partial s} \circ S(t) - rv(t,S(t)) + \frac{\partial v(t,S(t))}{\partial t} = 0 \]

with boundary condition \( v(T,S(T)) = X \). Using Wick calculus the equation could be written as

\[ \frac{\partial v^\sigma(t,s)}{\partial t} + rs \frac{\partial v^\sigma(t,s)}{\partial s} + \frac{1}{2} \sigma^2 \frac{d|m(\cdot,t)|^2}{dt} s^2 \frac{\partial^2 v^\sigma(t,s)}{\partial s^2} = rv^\sigma(t,s), \]

where \( v^\sigma(T,s) = X \) and \( v^\sigma(t,S(t)) \) is the representation of the wealth process with the ordinary product.

\(^3\)Note that \( \tilde{z}(t) \) is \((n \times 1)\), whereas \( Z(t) \) is \((n \times m)\).
If $|m(\cdot, t)|_0^2$ is continuously differentiable, strictly increasing in $t$ with $t > 0$ and satisfying
\[
\lim_{t \to T} \frac{T - t}{\sqrt{|m(\cdot, T)|_0^2 - |m(\cdot, t)|_0^2}} < \infty,
\]
then Dippon & Schiemert (2006a) showed that the price of the European call option in the Black-Scholes market with memory is
\[
v^o(t, s) = sN(d_1(t, s)) - Ke^{-r(T-t)}N(d_2(t, s)),
\]
where
\[
d_1(t, s) := \frac{\ln(s/K) + r(T - t) + \frac{1}{2}\sigma^2 (|m(\cdot, T)|_0^2 - |m(\cdot, t)|_0^2)}{\sigma \sqrt{|m(\cdot, T)|_0^2 - |m(\cdot, t)|_0^2}},
\]
and
\[
d_2(t, s) := \frac{\ln(s/K) + r(T - t) - \frac{1}{2}\sigma^2 (|m(\cdot, T)|_0^2 - |m(\cdot, t)|_0^2)}{\sigma \sqrt{|m(\cdot, T)|_0^2 - |m(\cdot, t)|_0^2}}.
\]
In the same manner, it is possible to consider weather derivatives.

Suppose the temperature $\theta(t)$ is given by
\[
d\theta(t) = \nu(\kappa(t) - \theta(t)) \, dt + \sigma dB_t^\nu
\]
with two constants $\nu \in \mathbb{R}$, $\sigma > 0$ and a deterministic function $\kappa(t)$. Let $P^T(t, \theta(t))$ be the wealth process of a derivative on the temperature $\theta(t)$. Then it can be shown that Wick portfolios and ordinary portfolios are equal in a similar way as in section 4. By assuming that equation (2) holds, the absence of arbitrage follows. By letting the corresponding market price of risk being constant, one obtains the stochastic partial differential equation
\[
\frac{\partial P^T}{\partial t} + \frac{\partial P^T}{\partial \theta} \diamond (\nu(\kappa(t) - \theta(t)) - \lambda \sigma) = rP^T
\]
with the boundary condition $P^T(T, \theta(T)) = 1$. Benth (2003) developed an approach to pricing weather derivatives, where the temperature is governed by (21). However, compared to our setup, he applied the fractional Itô formula of Duncan et al. (2000), which is not correct, see Bender (2003a).

8 Conclusion

As a new way of handling the imitations of the standard affine dynamic term structure models, this paper has proven the existence of a bond market where the short rate is governed by a generalized Brownian motion with dependent increments.

We have shown that there is still absence of arbitrage and that the setup is readily extendable to other markets or multi factors. As a complement we showed an example of how to derive
the implied parameters using the ordinary Kalman filter.

A bond market where the short rate is governed by e.g. a fractional Brownian motion has the advantage that the model implies that the realized bond return or yield variation is long range dependent, which is a well known feature of interest rate series. This is not investigated here, but left for future research. Furthermore, our setup captures the properties that interest rates might be integrated of order $d$, see Shea (1991), Backus & Zin (1993), Crato & Rothman (1994), Høg (1997), Tkacz (2001), Iglesias & Phillips (2005), Nielsen (2006).
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A Appendix

A.1 The construction of the Schwartz space and its dual

We sketch the construction of the Schwartz space \( S(\mathbb{R}) \) with the locally convex topology and its dual \( S'(\mathbb{R}) \) with the weak topology. Let \( \langle \omega, \eta \rangle \) denote the bilinear pairing with \( \omega \in S'(\mathbb{R}) \) and \( \eta \in S(\mathbb{R}) \). It follows that \( \langle \cdot, \cdot \rangle \) is the inner product of \( L^2(\mathbb{R}) \) if \( \omega, \eta \in L^2(\mathbb{R}) \). The following construction of the Schwartz space and its dual is presented, for instance, in Kuo (1996, Chapter 3.2). Let \( A := -\frac{d^2}{dx^2} + x^2 + 1 \), so \( A \) is densely defined on \( L^2(\mathbb{R}) \). With the Hermite polynomial of degree \( n \)

\[
H_n(x) := (-1)^n e^{x^2} \left( \frac{d}{dx} \right)^n e^{-x^2}
\]

we define

\[
e_n(x) := \frac{1}{\sqrt{\pi} 2^n n!} H_n(x) e^{-x^2/2}.
\]

The functions \( e_n(x) \) are eigenfunctions of \( A \) and the corresponding eigenvalue is \( 2n + 2 \), \( n \in \mathbb{N}_0 \).

The operator \( A^{-1} \) is bounded on \( L^2(\mathbb{R}) \), especially \( A^{-p} \) is a Hilbert-Schmidt operator for any \( p > \frac{1}{2} \). Let for each \( p \geq 0 \),

\[
|f|_p := \left( \sum_{n=0}^{\infty} (2n + 2)^{2p} (f, e_n)^2 \right)^{1/2}.
\]

We define

\[
S_p(\mathbb{R}) := \{ f; f \in L^2(\mathbb{R}), |f|_p < \infty \}
\]

and with these spaces the Schwartz space \( S(\mathbb{R}) \) can be represented by \( S(\mathbb{R}) = \cap_{p \geq 0} S_p(\mathbb{R}) \).

This construction leads to the Gelfand triple \( S(\mathbb{R}) \subset L^2(\mathbb{R}) \subset S'(\mathbb{R}) \). Furthermore, we get the following continuous inclusion maps

\[
S(\mathbb{R}) \subset S_p(\mathbb{R}) \subset L^2(\mathbb{R}) \subset S'_p(\mathbb{R}) \subset S'(\mathbb{R}).
\]

Let \( B \) denote the Borel \( \sigma \)-algebra on \( S'(\mathbb{R}) \), i.e., the \( \sigma \)-algebra generated by the weak topology. One can show by the use of the Bochner-Minlos theorem that there is a unique Gaussian measure \( \mu \) on \( (S'(\mathbb{R}), B) \). The space \( (S'(\mathbb{R}), B, \mu) \) is called white noise, and the space \( L^2 \) denotes \( L^2(S'(\mathbb{R}), B, \mu) \). The bilinear form \( \langle \omega, f \rangle \) with \( f \in L^2(\mathbb{R}) \) and \( \omega \in S'(\mathbb{R}) \) is declared by

\[
\lim_{k \to \infty} \langle \omega, \eta_k \rangle = \langle \omega, f \rangle
\]

with \( \eta_k \to f \) and \( \{ \eta_k \} \subset S(\mathbb{R}) \). It is possible to show that \( \langle \cdot, f \rangle = \int_{\mathbb{R}} f(s) dB_s \) is a random variable in \( (L^2) \) for all \( f \in L^2(\mathbb{R}) \). The random variable \( \langle \cdot, f \rangle \) has expectation value zero and variance \( |f|_0^2 \).
A.2 The construction of the Hida test and distribution space

In this section the construction of the Hida test and Hida distribution spaces \((S)\) and \((S)^*\) are outlined. These spaces are used to derive the Gaussian process \(B^w_t\) and to define a stochastic integral driven by these Gaussian processes. A more detailed description can be found e.g. in Kuo (1996, Chapter 3.3). Together with \((L^2)\) they form also a Gelfand triple \((S) \subset (L^2) \subset (S)^*\).

Let \(\langle\Phi, \zeta\rangle\) denote the bilinear form of \(\Phi \in (S)^*\) and \(\zeta \in (S)\). For \(f \in L^2(\mathbb{R}^n)\) the multiple Wiener integral with respect to the ordinary Brownian motion is defined by

\[
I_n(f) := n! \int_{\mathbb{R}^n} f(t_1, t_2, t_3, \ldots, t_n) dB_{t_1} dB_{t_2} \ldots dB_{t_n}.
\]

The following proposition is the chaos decomposition of \((L^2)\), see Nualart (1995, Chapter 1).

**Proposition A.1** For all \(F \in (L^2)\) there is a unique sequence \((f_n)_{n \in \mathbb{N}_0}\) such that \(f_n \in L^2(\mathbb{R}^n)\) is symmetric and

\[
F = \sum_{n=0}^{\infty} I_n(f_n)
\]

with convergence in \((L^2)\).

For \(A\) as above the operator \(\Gamma(A)\) on \((L^2)\) is defined by

\[
\Gamma(A)F = \sum_{n=0}^{\infty} I_n(A \otimes^n f_n)
\]

with \(F \in (L^2)\). Let \((S)_n = \Gamma(A)^n((L^2))\), we set \((S) := \cap_{n \in \mathbb{N}}(S)_n\). With \((S)'_n := (S)_{-n}\), we get \((S)^* := \cup_{n \in \mathbb{N}}(S)'_n\). The topologies of \((S)\) and of \((S)^*\) are given by the projective limit topology and weak topology, respectively, see Kuo (1996, Chapter 2.2). As before there are continuous inclusion maps

\[
(S) \subset (S)_n \subset (L^2) \subset (S)'_{-n} \subset (S)^*.
\]

A.3 S-transform and Wick product

Now we introduce the S-transform from \((S)^*\) into the set of the functions from \(S(\mathbb{R})\) to \(\mathbb{R}\).

For \(\eta \in S(\mathbb{R})\) set \(I(\eta) := I_1(\eta) = \int_{\mathbb{R}} \eta(s) dB_s\).

**Proposition A.2** For all \(\eta \in S(\mathbb{R})\) the random variable \(\exp(I(\eta) - 1/2|\eta|_0^2)\) is a Hida test function and the set

\[
\left\{ e^{I(\eta) - 1/2|\eta|_0^2} : \eta \in S(\mathbb{R}) \right\}
\]

is total in \((S)\).
Proof. See Kuo (1996, Proposition 5.10). ■

Definition A.3 The $S$-transform of a Hida distribution $\Phi \in (S)^*$ is defined by

\[
(S\Phi)(\eta) := \left\langle \Phi, e^{I(\eta)-1/2|\eta|_0^2} \right\rangle, \quad \eta \in S(\mathbb{R}).
\]

Proposition A.4 The $S$-transform of $\langle \cdot, f \rangle$ with $f \in S'(\mathbb{R})$ is given by

\[
S(\langle \cdot, f \rangle)(\eta) = \langle f, \eta \rangle
\]

Proof. See Kuo (1996, Proposition 5.9). ■

This proposition will be used to define the stochastic integral driven by Gaussian processes with dependent increments. For further details of the $S$-transform, see Kuo (1996, Chapter 5), and for further explanation about the notation and the properties of the term $\langle \cdot, f \rangle$ with $f \in S'(\mathbb{R})$, see Kuo (1996, Chapter 3.4).

Example A.5 The $S$-transform of the ordinary Brownian motion $B_t$ is

\[
S(B_t)(\eta) = \left\langle B_t, e^{I(\eta)-1/2|\eta|_0^2} \right\rangle
\]

\[
= \int_{S'(\mathbb{R})} B_t e^{I(\eta)-1/2|\eta|_0^2} d\mu
\]

\[
= \int_{\mathbb{R}} 1_{[0,t]}(u) \eta(u) du = \int_0^t \eta(u) du,
\]

by the use of proposition A.4.

Example A.6 We calculate the $S$-transform of the fractional Brownian motion $B_t^H$.

\[
S(B_t^H)(\eta) = \left\langle B_t^H, e^{I(\eta)-1/2|\eta|_0^2} \right\rangle
\]

\[
= \int_{S'(\mathbb{R})} B_t^H e^{I(\eta)-1/2|\eta|_0^2} d\mu
\]

\[
= \int_{S'(\mathbb{R})} \int_{\mathbb{R}} (M_t^H 1_{[0,t]})(s) dB_s e^{I(\eta)-1/2|\eta|_0^2} d\mu
\]

\[
= \int_0^t (M_t^H \eta)(s) ds
\]

where several steps like fractional integration by parts and the fact that the integrals are well-defined are used, see Bender (2003b).
**Example A.7** For the short range Brownian motion $B^s_t$ we get

\[
S(B^s_t)(\eta) = \left\langle B^s_t, e^{I(\eta) - 1/2|\eta|^2} \right\rangle
= \int_{S(\mathbb{R})} B^s_t e^{I(\eta) - 1/2|\eta|^2} d\mu
= \int_{\mathbb{R}} \eta(u)t^2 \exp(-(u-t)^2) du,
\]

by the use of proposition A.4.

Now one can define the Wick product as follows (see Kuo (1996, Chapter 8.4, page 92))

**Definition A.8** The Wick product of two Hida distributions $\Phi$ and $\Psi$ in $(S)^*$, denoted by $\Phi \diamond \Psi$, is the unique Hida distribution in $(S)^*$ such that $S(\Phi \diamond \Psi)(\eta) = S(\Phi)(\eta)S(\Psi)(\eta)$ for all $\eta \in S(\mathbb{R})$.

The stochastic integral with dependent increments will be defined in terms of the white noise integral by use of the Wick product.

**A.4 The white noise $W^v_t$**

In this subsection we differentiate $B^v_t$.

**Definition A.9** Let $I$ be an interval in $\mathbb{R}$. A mapping $X : I \to (S)^*$ is called a stochastic distribution process. A stochastic distribution process is called differentiable in the $(S)^*$-sense, if

\[
\lim_{h \to 0} \frac{X_{t+h} - X_t}{h}
\]

exists in $(S)^*$.

Now we are prepared to compute $dB^v_t/dt$ in the $(S)^*$-sense and to define the stochastic integral $\int_{\mathbb{R}} X_t dB^v_t$ as a white noise integral by use of the Wick product.

**Theorem A.10** The derivative of $B^v_t$ is

\[
W^v_t := \frac{d}{dt}B^v_t = \left\langle \cdot, \frac{d}{dt}m(u,t) \right\rangle
\]

, and the $S$-transform of $W^v_t$ is

\[
S(W^v_t)(\eta) = \left\langle \frac{d}{dt}m(u,t), \eta(u) \right\rangle.
\]

**Proof.** See Dippon & Schiemert (2006b).
Example A.11 (Ordinary Brownian motion) For the derivative of the ordinary Brownian motion $B_t$, we use $\frac{d}{dt}1_{[0,t]} = \delta_t$ so $dB_t/\ dt =: W_t = \langle \cdot, \delta_t \rangle$, furthermore $S(W_t)(\eta) = \eta(t)$, see Kuo (1996, Chapter 3.1).

Example A.12 (Fractional Brownian motion) For $H \in (0,1)$ the fractional Brownian motion $B^H : \mathbb{R} \to (\mathcal{S})^*$ is differentiable in the $(\mathcal{S})^*$-sense and

$$W^H_t := \frac{d}{dt}B^H_t = I(\delta_t \circ M^H_+)$$

and for all $\eta \in \mathcal{S}(\mathbb{R})$

$$\langle \delta_t \circ M^H_+, \eta \rangle = (M^H_+ \eta)(t).$$

The $S$-transform of $W^H_t$ is given by

$$S(W^H_t)(\eta) = \langle d/dtB^H_t, e^{t^{(\eta) - 1/2} \eta^2} \rangle = \frac{d}{dt}(SB^H_t)(\eta) = (M^H_+ \eta)(t).$$

Example A.13 (Short range Brownian motion) The derivative of $B^\gamma_t$ is given by

$$\langle \cdot, \frac{d}{dt}t^2 \exp(-(t-u)^2) \rangle = \langle \cdot, 2t \exp(-(t-u)^2) + t^2(-2(u-t)) \exp(-(u-t)^2) \rangle.$$  

The stochastic distribution process $W^\gamma_t$ is called white noise of $B^\gamma_t$. With the white noise $W^\gamma_t$ we can define $\int_{\mathbb{R}} X_t \ dB^\gamma_t$.

A.5 White noise integral and stochastic differential equations driven by $B^\gamma_t$

We start with the definition of the white noise integral, see Kuo (1996, Chapter 13).

Definition A.14 The stochastic distribution process $X_t : \mathbb{R} \to (\mathcal{S})^*$ is white noise integrable, if there is a $\Psi \in (\mathcal{S})^*$ such that, for all $\eta \in \mathcal{S}(\mathbb{R})$, $(SX_t)(\eta) \in L^1(\mathbb{R})$ and

$$S(\Psi)(\eta) = \int_{\mathbb{R}} (SX_t)(\eta) \ dt.$$  

This definition makes sense as the $S$-transform is injective.

Definition A.15 If $X_t \circ W^\gamma_t$ is white noise integrable, the stochastic integral of the stochastic distribution process $X_t$ is given by

$$\int_{\mathbb{R}} X_t \ dW^\gamma_t := \int_{\mathbb{R}} X_t \circ W^\gamma_t \ dt.$$  

This definition coincides in the case of the fractional Brownian motion with the definition of the fractional Itô integral, see Bender (2003b) and Hu & Øksendal (2003). Furthermore consider a continuously differentiable stochastic distribution process $Z_t$. 
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Definition A.16 If \( X_t \circ (dZ_t)/(dt) \) is white noise integrable, then the stochastic distribution process \( X_t \) has a stochastic integral \( \int \limits_\mathbb{R} X_t \circ (dZ_t)/(dt) dt \).

Theorem A.17 Let \( a, b \in \mathbb{R}, X : [a, b] \to (\mathcal{S})_p \) be continuous for some \( p \in \mathbb{N} \), and \( W^v : \mathbb{R} \to (\mathcal{S})_q \) be continuous for some \( q \in \mathbb{N} \). Then \( \int_a^b X_t \circ dB^v_t \) exists. Further for any sequence of tagged partitions \( \tau_n = (\pi_k^{(n)} , t_k^{(n)}) \) of \([a, b]\) with \( \lim_{n \to \infty} \max \{|\pi_k - \pi_{k-1}| ; k = 1, \ldots, n\} = 0 \), we have

\[
\lim_{n \to \infty} \sum_{k=0}^n X_{t_k^{(n)}} \circ \left( B^v_{s_{k}^{(n)}} - B^v_{s_{k-1}^{(n)}} \right) = \int_a^b X_t \circ dB^v_t
\]

with limit in \((\mathcal{S})^*\). Let \( \int_0^t X_s \circ dB^v_s \) exist and \( \int_0^t X_s \circ dB^v_s \in (L^2) \). Then \( E(\int_0^t X_s \circ dB^v_s) = 0 \).

Proof. See Dippon & Schiemert (2006b) for proof. ■

The \( S \)-transform of \( \int \limits_\mathbb{R} X_t \circ dB^v_t \) is therefore given by

\[
S \left( \int \limits_\mathbb{R} X_t \circ dB^v_t \right)(\eta) = \int \limits_\mathbb{R} S(X_t \circ W^v_t)(\eta) dt = \int \limits_\mathbb{R} S(X_t)(\eta) \left( \frac{d}{dt} m(u, t), \eta(u) \right) dt.
\]

Example A.18 We calculate

\[
\int_0^t B^v_s \circ dB^v_s = \int_0^t B^v_s \circ W^v_s ds = \frac{1}{2} (B^v_t)_{\circ \circ}^2,
\]

where \((\cdot)_{\circ \circ}^2\) is the Wick square. By the Wick calculus presented in Kuo (1996, Chapter 8), we get

\[
\frac{1}{2} (B^v_t)^{\circ \circ} = \frac{1}{2} (B^v_t)^2 - \frac{1}{2} |m(u, t)|^2.
\]

Note that this example coincides with the case of ordinary Brownian motion with the Itô-integral and with the case of fractional Brownian motion with the fractional Itô integral.

Example A.19 Consider the stochastic differential equation

\[
dX_t = \mu X_t dt + \sigma X_t dB^v_t,
\]

with constants \( \mu \in \mathbb{R} \) and \( \sigma > 0 \), which is declared by the integral equation

\[
X_t = \int_0^t \mu X_s ds + \int_0^t \sigma X_s dB^v_s = \int_0^t (\mu X_s + \sigma X_s \circ W^v_s) ds = \int_0^t X_s \circ (\mu + \sigma W^v_s) ds,
\]
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Its solution is given by

\[ X_t = \exp^\diamond (\mu t + \sigma B_t^v) = \exp \left( \mu t + \sigma B_t^v - \frac{1}{2} \sigma^2 |m(u, t)|_0^2 \right), \]

where \( \exp^\diamond (\cdot, f) = \sum_{k=0}^{\infty} (\cdot, f)^{\odot k}/k! \), and Wick calculus is used in the last equation, see e.g. Kuo (1996, Chapter 8).

**Definition A.20** Let \( D \) be a subset of \((S)^*\). A function \( f : \mathbb{R} \times D \to (S)^* \) admits a Wick representation in \( D \), if there exists a sequence of Wick polynomials \( \{a_k(t)X^\odot k\}_{k=0}^{\infty} \) with continuously differentiable \( a_k(t) \), such that for all \( X \in D \)

\[ f(t, X) = \lim_{n \to \infty} \sum_{k=0}^{n} a_k(t)X^\odot k \]

with convergence in \((S)^*\).

Now the question arises which functions \( f \) have this property. A sufficient condition for this is given in the following corollary.

**Corollary A.21** Suppose that \( g : \mathbb{R} \to \mathbb{R} \) has a power series representation with \( g(x) = \sum_{k=0}^{\infty} g_k x^k \) for all \( x \in \mathbb{R} \), and that there exist positive constants \( C, p \) and \( a \) such that for \( X \in (S)^* \) and for all \( \eta \in S(\mathbb{R}) \)

\[ |g(S(X)(\eta))| \leq C \exp(a |\eta|_p^2). \quad (22) \]

Then

\[ g^\odot(X) := \left( \sum_{k=0}^{\infty} g_k X^\odot k \right) \in (S)^*. \]

**Proof.** See Dippon & Schiemert (2006b). \( \blacksquare \)

In order to show where condition (22) may fail, we give the following example.

**Example A.22** Let \( h \in L^2(\mathbb{R}) \). Then \( \exp^\diamond (\cdot, h)^{\odot k} \notin (S)^* \) for \( k > 2 \). We calculate the \( S \)-transform and get

\[ S \left( \sum_{n=0}^{\infty} \frac{(\langle \cdot, h \rangle)^{\odot (k+n)}}{n!} \right)(\eta) = \sum_{n=0}^{\infty} \frac{\langle h, \eta \rangle^k n^n}{n!} = \exp(\langle h, \eta \rangle^k). \]

Now choose \( h = \eta \), so condition (22) fails.

**Theorem A.23** Let \( D := \{\langle \cdot, h \rangle, h \in S'(\mathbb{R})\} \). Suppose that \( f : \mathbb{R} \times D \to (S)^* \) admits a Wick representation in \( D \), then the chain rule for \( f \) holds with \( b > a \)

\[ f(b, B_b^v) - f(a, B_a^v) = \int_{a}^{b} \left( \frac{\partial f(t, B_t^v)}{\partial t} + \frac{\partial f(t, B_t^v)}{\partial x} \odot W_t^v \right) dt. \]
Proof. See Dippon & Schiemert (2006b).

**Theorem A.24 (Chain rule)** Suppose \( f : \mathbb{R} \times D \to (S)^* \) admits a Wick representation and let \( X : \mathbb{R} \to D \) be a continuously differentiable stochastic distribution process. Then for \( b > a \) it holds
\[
f(b, X_b) - f(a, X_a) = \int_a^b \frac{\partial f(u, X_u)}{\partial t} + \frac{\partial f(u, X_u)}{\partial x} \diamond \frac{dX_u}{du} \, du.
\]

Proof. See Dippon & Schiemert (2006b).

**Proposition A.25** With \( b > a \) let \( f(\cdot) : [a,b] \to \mathbb{C} \) be a continuously differentiable function. Then it holds that
\[
\left\| \int_a^b f(s)dB_s^v \right\|^2_0 = (f(b))^2v(b,b) - 2f(b)f(a)v(b,a) + (f(a))^2v(a,a)
\]
\[
- 2 \int_a^b f(s) \frac{df(s)}{ds} v(a,s)ds + 2 \int_a^b f(a) \frac{df(s)}{ds} v(a,s)ds + \int_a^b f(b) \frac{df(s)}{ds} \frac{df(t)}{dt} v(s,t)dsdt.
\]

Proof. Use the formula for partial integration from Dippon & Schiemert (2006b) and derive
\[
\int_a^b f(s)dB_s^v = f(b)B_b^v - f(a)B_a^v - \int_a^b \frac{df(s)}{ds} B_s^v ds.
\]

Now by regarding the bilinear mapping and using Fubinis Theorem
\[
\left\langle \left( f(b)B_b^v - f(a)B_a^v - \int_a^b \frac{df(s)}{ds} B_s^v ds, f(b)B_b^v - f(a)B_a^v - \int_a^b \frac{df(s)}{ds} B_s^v ds \right) \right\rangle
\]
\[
= (f(b))^2v(b,b) - 2f(b)f(a)v(b,a) + (f(a))^2v(a,a) - 2 \int_a^b f(b) \frac{df(s)}{ds} v(b,s)ds
\]
\[
+ 2 \int_a^b f(a) \frac{df(s)}{ds} v(a,s)ds + \int_a^b \int_a^b \frac{df(s)}{ds} \frac{df(t)}{dt} v(s,t)dsdt.
\]

B Appendix

**Proof of Theorem 4.2**

As the set \( \{ \exp^\circ(\cdot, f(u)), f \in L^2(\mathbb{R}) \} \) is total in \( (L^2) \) it follows that
\[
\varphi_\Lambda(t) = \sum_{k=0}^{\infty} a_k(t) \exp^\circ(\cdot, f_k(u, t))
\]
with \( a_k(\cdot) : [0, T] \rightarrow \mathbb{C} \) and \( f_k(\cdot, t) \in L^2(\mathbb{R}) \) for all \( k \geq 0 \) and for all \( t \in [0, T] \). Similarly for \( \varphi_T^o(t) \) it holds that
\[
\varphi_T^o(t) = \sum_{k=0}^{\infty} b_k(t) \exp^o(\langle \cdot, g_k(u, t) \rangle)
\]
with \( b_k(\cdot) : [0, T] \rightarrow \mathbb{C} \) and \( g_k(\cdot, t) \in L^2(\mathbb{R}) \) for all \( k \geq 0 \) and for all \( t \in [0, T] \). Regarding the wealth process \( V^o(t) \) it follows

\[
V^o(t) = \varphi_A^o(t) A(t) + \varphi_T^o(t) P^T(t, r(t))
\]

\[
= \sum_{k=0}^{\infty} a_k(t) \exp^o(\langle \cdot, f_k(u, t) \rangle) \cdot \exp^o \left( \int_0^t r(s) ds + \gamma(t) \right)
\]

\[
+ \sum_{k=0}^{\infty} b_k(t) \exp^o(\langle \cdot, g_k(u, t) \rangle) \cdot \exp^o(a(t) + b(t)r(t))
\]

\[
= \sum_{k=0}^{\infty} \exp \left( \frac{1}{2} \left( -|f_k(u, t)|_0^2 - 2\gamma(t) \right) + \left| f_k(u, t) + \int_0^t \int_0^s \exp(-\kappa(s - w)) \frac{dm(u, w)}{dw} dw ds \right|_0^2 \right)
\]

\[
\cdot a_k(t) \exp^o(\langle \cdot, f_k(u, t) \rangle) \cdot \exp^o \left( \int_0^t r(s) ds + \gamma(t) \right)
\]

\[
+ \sum_{k=0}^{\infty} \exp \left( \frac{1}{2} \left( -|g_k(u, t)|_0^2 \right) - b(t) \int_0^t \sigma \exp(-\kappa(t - s)) \frac{dm(u, s)}{ds} ds \right|_0^2
\]

\[
\cdot b_k(t) \exp^o(\langle \cdot, g_k(u, t) \rangle) \cdot \exp^o(a(t) + b(t)r(t))
\]

So set

\[
\varphi_A^w(t) := \sum_{k=0}^{\infty} \exp \left( \frac{1}{2} \left( -|f_k(u, t)|_0^2 - 2\gamma(t) \right) + \left| f_k(u, t) + \int_0^t \int_0^s \exp(-\kappa(s - w)) \frac{dm(u, w)}{dw} dw ds \right|_0^2 \right)
\]

\[
\cdot a_k(t) \exp^o(\langle \cdot, f_k(u, t) \rangle)
\]

and

\[
\varphi_T^w(t) := \sum_{k=0}^{\infty} \exp \left( \frac{1}{2} \left( -|g_k(u, t)|_0^2 - b(t) \int_0^t \sigma \exp(-\kappa(t - s)) \frac{dm(u, s)}{ds} ds \right|_0^2
\]

\[
+ \left| f_k(u, t) + b(t) \int_0^t \sigma \exp(-\kappa(t - s)) \frac{dm(u, s)}{ds} ds \right|_0^2 \right) b_k(t) \exp^o(\langle \cdot, g_k(u, t) \rangle)
\]

and the Wick portfolio is derived. The ordinary portfolio is obtained from a Wick portfolio in
the following way. Let

$$\varphi_A(t) := \sum_{k=0}^{\infty} a_k(t) \exp(\langle \cdot, f_k(u,t) \rangle)$$

and

$$\varphi_T(t) := \sum_{k=0}^{\infty} b_k(t) \exp(\langle \cdot, g_k(u,t) \rangle).$$

Set

$$\varphi_A(t) := \sum_{k=0}^{\infty} \exp \left( \frac{1}{2} \left( \left| f_k(u,t) \right|^2_0 + 2\gamma(t) - f_k(u,t) + \int_{t}^{T} \sigma \exp(-\kappa(s-w)) \frac{dm(u,w)}{dw}dwds \right)^2_0 \right) \cdot a_k(t) \exp(\langle \cdot, f_k(u,t) \rangle)$$

and

$$\varphi_T(t) := \sum_{k=0}^{\infty} \exp \left( \frac{1}{2} \left( \left| g_k(u,t) \right|^2_0 + b(t) \int_{t}^{T} \sigma \exp(-\kappa(t-s)) \frac{dm(u,s)}{ds}ds \right)^2_0 \right) - f_k(u,t) + \int_{t}^{T} b(t) \sigma \exp(-\kappa(t-s)) \frac{dm(u,s)}{ds}ds \right)^2_0 \right) \cdot b_k(t) \exp(\langle \cdot, g_k(u,t) \rangle),$$

in the calculus before one derives the ordinary portfolio.

\[ \square \]

**Proof of Theorem 4.3**

Apply

$$V(t) = \varphi_A(t) \circ A(t) + \varphi_T(t) \circ P_T(t,r(t))$$

in equation (4) and the chain rule for $P_T$ and for $A(t)$, it is obtained that

$$\int_{0}^{T} r(t) \circ V(t,r(t)) + V(t,r(t)) \psi(t) - r(t) \circ \varphi_T \circ P_T - (\varphi_T \circ P_T) \psi(t)$$

$$+ \varphi_T \circ (P_T^T + P_T^r \circ (\kappa(\theta - r(t)))) dt + \int_{0}^{T} \varphi_T \circ P_T^r dB_T^y$$

$$= \int_{0}^{T} r(t) \circ V(t,r(t)) + V(t,r(t)) \psi(t) dt$$

$$+ \int_{0}^{T} \varphi_T \circ (P_T^r \circ (\kappa(\theta - r(t)))) - r(t) \circ P_T - \psi(t)P_T + P_T^r + \sigma P_T^r \circ W_T^r) dt.$$ 

If there exists an $\eta \in S(\mathbb{R})$ such that

$$S(P_T^r \circ (\kappa(\theta - r(t)))) - r(t) \circ P_T - \psi(t)P_T + P_T^r + \sigma P_T^r \circ W_T^r(\eta) = 0 \quad (25)$$
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then it follows by applying the change of S-transform and integration that
\[ S(V(T))(\eta) - S(V(0))(\eta) = \int_0^T S(V(t, r(t))(\eta) S(r(t) + \psi(t))(\eta) dt. \]

This is an integral equation for \( S(V(t, r(t))(\eta) \) and has the solution
\[ S(V(T, r(T))(\eta) = S(V(0, r(0))(\eta) \exp \left( S \left( \int_0^T r(t) dt + \int_0^T \psi(t) dt \right) (\eta) \right). \]

So
\[ V(T, r(T)) = V(0, r(0)) \exp \left( \int_0^T r(t) dt + \int_0^T \psi(t) dt \right) = V(0, r(0)) \exp \left( \int_0^T r(t) dt \right). \]

Define the measure \( \mu_\eta(\mathcal{B}) = S(1_B)(\eta). \) As the measure \( \mu \) of the probability space \( (\mathcal{S}'(\mathbb{R}), \mathcal{B}, \mu) \) and the measure \( \mu_\eta \), which is induced by the S-transform are equivalent, it follows that if \( V(0) = 0 \) in the measure \( \mu \), so \( V(0) = 0 \) in the measure \( \mu_\eta \), then \( V(T) = 0 \) in the measure the \( \mu_\eta \) and so \( V(0) = 0 \) in the measure \( \mu \). Regarding the partial derivatives of \( P^T(t, r(t)) \)
\[ P^T_t(t, r(t)) = P^T(t, r(t)) \odot \left( \frac{da(t)}{dt} + \frac{db(t)}{dt} r(t) \right) \]
\[ P^T_r(t, r(t)) = P^T(r, (t)) b(t). \]

Plugging these partial derivatives into the equation (25) and the differential equations for \( a \) and \( b \)
\[ S(P^T_r)(\eta) S(\kappa(\theta - r(t)))(\eta) - S(r(t)) S(P^T)(\eta) - S(\psi(t) P^T)(\eta) + S(P^T_t)(\eta) \]
\[ = -\sigma S(P^T_r)(\eta) \left( \frac{dm(u, t)}{dt}, \eta(u) \right), \]
\[ S(P^T)(\eta) (b(t) \kappa(\theta - S(r(t)))(\eta)) - S(r(t)) (\eta) - \psi(t) + \frac{da(t)}{dt} + \frac{b(t)}{dt} S(r(t))(\eta)) \]
\[ = -\sigma b(t) S(P^T)(\eta) \left( \frac{dm(u, t)}{dt}, \eta(u) \right). \]
Thus

\[
S(r(t))(\eta)\left(\frac{db(t)}{dt} - kb(t) - 1 + b(t)\kappa - \psi(t) + \frac{da(t)}{dt}\right) = -b(t)\sigma \left< \frac{dm(u,t)}{dt}, \eta(u) \right>,
\]

\[
b(t)\kappa \theta - \psi(t) + (\zeta - \kappa \theta)b(t) + \psi(t) = -b(t)\sigma \left< \frac{dm(u,t)}{dt}, \eta(u) \right>,
\]

\[
\zeta b(t) = -b(t)\sigma \left< \frac{dm(u,t)}{dt}, \sigma \eta(u) \right>,
\]

\[
-\zeta = \left< \frac{dm(u,t)}{dt}, \sigma \eta(u) \right>.
\]

Due to equation (2) there exists an \( \eta \) such that the last equation is satisfied. \( \square \)

**Proof that the market price of risk is independent of the maturity**

Let the bonds \( P^T \) and \( P^S \) have two different \( \lambda^T \) and \( \lambda^S \) with \( \lambda^T = \lambda^S + p \), where \( p > 0 \).

Regard the self-financing portfolio

\[ V(t) = \varphi^T \otimes P^T + \varphi^S \otimes P^S \]

applying this equation and the property that it is a self-financing strategy one obtains

\[ dV = (\varphi^T \otimes P^T \otimes (\alpha^T + \sigma^T \otimes W^v_t) + \varphi^S \otimes P^S \otimes (\alpha^S + \sigma^S \otimes W^v_t)) dt. \]

Inserting the terms for \( \lambda^T \), \( \lambda^S \) and the difference of them gives

\[
dV = (\varphi^T \otimes P^T \otimes (\lambda^T \otimes \sigma^T + r(t) + \psi(t) + \sigma^T \otimes W^v_t) + \varphi^S \otimes P^S \otimes (\lambda^S \otimes \sigma^S + r(t) + \psi(t) + \sigma^S \otimes W^v_t)) dt
\]

\[
= ((r(t) + \psi(t)) \otimes (\varphi^T \otimes P^T + \varphi^S \otimes P^S) + ((\lambda^S + W^v_t) \otimes (\varphi^T \otimes P^T \otimes \sigma^T + \varphi^S \otimes P^S \otimes \sigma^S)) + p \sigma b(t) \varphi^T \otimes P^T) dt
\]

\[
= (r(t) + \psi(t)) \otimes V dt + ((\lambda^S + W^v_t) \otimes (\varphi^T \otimes P^T \otimes \sigma^T + \varphi^S \otimes P^S \otimes \sigma^S)) dt + p \sigma b(t) \varphi^T \otimes P^T dt.
\]

For the term \( \lambda^S + W^v_t \) it holds that

\[
S(\lambda^S + W^v_t)(\eta) = 0
\]

with the \( \eta \) of equation (25). Thus it holds with the same \( \eta \) in the integral representation of the differential forms that

\[
S(V(T) - V(0))(\eta) = \int_0^T S((r(t) + \psi(t)))(\eta)S(V(t))(\eta) dt + \int_0^T \sigma b(t)p S(\varphi^T)(\eta)S(P^T)(\eta) dt.
\]
Take a trading strategy such that $(\sigma b(t) \varphi^T \circ P^T) > 0$, then there is an arbitrage. Thus $p = 0$. □

**Proof of Theorem 4.4**

Regard

$$dP^T(t, r(t)) = P^T_t + P^T_r \circ (\kappa(\theta - r(t))) + \sigma P^T_r \circ W_t^\nu dt$$

and

$$dP^T(t, r(t)) = \alpha^T \circ P^T + \sigma^T \circ P^T \circ W_t^\nu dt.$$\n
Subtracting the equations and using the market price of risk $\lambda$, one gets

$$(\lambda(t) \circ \sigma^T + r(t) + \psi(t)) \circ P^T = P^T_t + P^T_r \circ (\kappa(\theta - r(t))).$$

Insert that $P^T(t, r(t)) = \exp(\varphi(a(t) + b(t)r(t)))$ and get the partial derivatives of $P^T$

$$P^T_t = P^T \circ (a'(t) + b'(t)r(t)), \quad (26)$$

$$P^T_r = P^T b(t). \quad (27)$$

These results and the definition of $\sigma^T$ leads to

$$(\lambda(t) \circ \sigma^T + r(t) + \psi(t)) \circ P^T = P^T \circ (a'(t) + b'(t)r(t)) + P^T \circ (\kappa(\theta - r(t)))b(t)$$

$$P^T \circ (\lambda(t) \circ \sigma^T + r(t) + \psi(t) - a'(t) - b'(t)r(t) - \kappa(\theta - r(t)))b(t)) = 0$$

$$P^T \circ (\lambda(t)\sigma b(t) + r(t) + \psi(t) - a'(t) - b'(t)r(t) - \kappa(\theta - r(t)))b(t)) = 0.$$

Now set $\lambda(t) =: \lambda$ constant and knowing that $P^T$ is positive a.s. it follows that

$$(\lambda\sigma b(t) + r(t) + \psi(t) - a'(t) - b'(t)r(t) - \kappa(\theta - r(t)))b(t)) = 0$$

$$\lambda\sigma b(t) + \psi(t) - a'(t) - \kappa\theta b(t) + r(t)(1 - b'(t) + \kappa b(t)) = 0.$$

From this equation the ODEs with the conditions $b(T) = 0$ and $a(T) = 0$ are

$$b'(t) = 1 + \kappa b(t)$$

and

$$a'(t) = (\lambda\sigma - \kappa\theta)b(t) + \psi(t).$$

The solutions are

$$b(t) = \frac{\exp(-k(T - t)) - 1}{k}$$
and

\[ a(t) = (\lambda \sigma - \kappa \theta)^\frac{1}{k}(\exp(-k(T - t)) - 1) + T - t \]

\[
+ \frac{\left\| \int_0^t \int_0^s \sigma \exp(-\kappa(s - u))dB_u^v ds \right\|_0^2}{2} - \frac{\left\| \int_0^T \int_0^s \sigma \exp(-\kappa(s - u))dB_u^v ds \right\|_0^2}{2} \]

\[
= \left( \frac{\lambda \sigma}{\kappa} - \theta \right)(b(t) + T - t) + \frac{\left\| \int_0^t \int_0^s \sigma \exp(-\kappa(s - u))dB_u^v ds \right\|_0^2}{2} - \frac{\left\| \int_0^T \int_0^s \sigma \exp(-\kappa(s - u))dB_u^v ds \right\|_0^2}{2}, \]

where

\[
\frac{\left\| \int_0^t \int_0^s \sigma \exp(-\kappa(s - u))dB_u^v ds \right\|_0^2}{2} = \frac{\left\| \int_0^t \int_0^s \sigma \exp(-\kappa(s - u))dsdB_u^v \right\|_0^2}{2} = \frac{\left\| \int_0^t \sigma \frac{1}{k}(\exp(-\kappa(t - u)) - 1)dB_u^v \right\|_0^2}{2} = \frac{1}{2} \int_0^t \int_0^t \sigma^2 \exp(-2\kappa t + \kappa(u + s))v(u, s) du ds, \]

by the use of equation (23).

Setting \( \lambda \sigma = \zeta \) one has proven the equations (5) and (6).

Furthermore, we get

\[ P^T = \exp^\circ(a(t) + b(t)r(t)) = \exp\left( a(t) + b(t)r(t) - \frac{1}{2} b^2(t) \left\| \int_0^t \sigma \exp(-\kappa(t - s))dB_s^v \right\|_0^2 \right). \]

\[ \square \]

**The sketch of the proof of Theorem 4.2 with \( r_n(t) \) instead of \( r(t) \).**

Set

\[ \gamma_n(t) := \frac{1}{2} \left\| \int_0^t \int_0^s \sum_{l=1}^n \alpha_l \sigma_l \exp(-k_l(s - u))dB_u^{v_l} ds \right\|_0^2 \]  

(28)

and

\[ E := \int_0^t \int_0^s \sum_{l=1}^n \alpha_l \sigma_l \exp(-k_l(s - w)) \frac{dm_l(u, w)}{dw} dw ds \]

\[ P := \int_0^t \sum_{l=1}^n b_l(t) \sigma_l \exp(-k_l(t - s)) \frac{dm_l(u, s)}{ds} ds. \]
Regarding the proof of theorem 4.2 one has to replace $\gamma(t)$ by $\gamma_n(t)$,

$$\int_0^t \int_0^s \sigma \exp(-\kappa(s-w)) \frac{dm(u,w)}{dw} dw ds$$

by $E$ and

$$\int_0^t b(t) \sigma \exp(-\kappa(t-s)) \frac{dm(u,s)}{ds} ds$$

by $P$ and the proof is done.

Proof of absence of arbitrage in the multi-factor Ornstein-Uhlenbeck model

Consider the self-financing portfolio $V_n(t) = \varphi^A \circ A^n(t) + \varphi^T \circ P^{T,n}$, where $A^n(t) := \exp(\int_0^t r_n(s) ds)$. As before one gets $A^n(t) = \exp(\int_0^t r_n(s) ds + \gamma_n(t))$ with $\gamma_n(t)$ as in equation (28). We skip the index $n$ in the following. So by the self-financing property it follows similarly as before that

$$V(T) - V(0) = \int_0^T V(t) \circ (r(t) + \psi(t)) dt$$

$$+ \int_0^T \varphi^T \circ \left( P^{T} - P^{T} \circ (r(t) + \psi(t)) + \sum_{l=1}^n P^{T} \circ \frac{dp_l(t)}{dt} \right) dt$$

$$= \int_0^T V(t) \circ (r(t) + \psi(t)) dt$$

$$+ \int_0^T \varphi^T \circ P^{T} \circ \left( \sum_{l=1}^n (b_l(t)p_l(t)) + a'(t) - \sum_{l=1}^n \alpha p_l(t) \right)$$

$$+ \psi(t)) + \sum_{l=1}^n b_l(t)(k_l(t) - p_l(t)) + \sigma_l W^{V_l}_t) dt.$$  

The last integral is

$$\int_0^T \varphi^T \circ P^{T} \circ \left( \sum_{l=1}^n (p_l(t)(b_l(t) - \alpha_l - k_l b_l(t))) + a'(t) - \sum_{l=1}^n \alpha p_l(t) \right)$$

$$+ \sum_{l=1}^n (b_l(t)k_l(t) + b_l(t)\sigma_l W^{V_l}_t) dt.$$  

Now insert equations (13) and (12), and it follows that

$$\int_0^T \varphi^T \circ P^{T} \circ \left( \sum_{l=1}^n (\zeta_l b_l(t) - b_l(t)\sigma_l W^{V_l}_t) \right) dt.$$  

By equation (9) there is an $\eta \in S(\mathbb{R})$ such that the integral (29) is 0. By the same argument as in the proof to theorem 1.3 it follows that there is no arbitrage in the class of self-financing portfolios with the short rate $r_n(t)$ instead of the short rate $r(t)$.

□
**Proof of theorem that market price of risk is independent of \( T \) with \( r_n(t) \)**

We construct the same contradiction as in the corresponding proof before. Let

\[
\alpha^T_i := \left( a'(t)/n + b'_i(t)p_i(t) + b_i(t)k_i(\theta_i - p_i(t)) \right)
\]

and

\[
\sigma^T_i := b_i(t)\sigma_i,
\]

so it holds that

\[
dP^T = P^T \circ \left( \sum_{l=1}^{n} \alpha^T_i + \sigma^T_i W^\nu_l \right) dt.
\]

The market price of risk \( \lambda_i \), which is assumed to be constant, is therefore defined as

\[
\lambda_i\sigma^T_i = \alpha^T_i - \frac{r_n(t) + \psi_n(t)}{n}
\]

Now let \( \lambda^T_m - \lambda^S_m = p \) with \( p > 0 \) for some \( m \), then it is possible to create arbitrage with \( r_n(t) = p_m(t) \) due to the Ornstein-Uhlenbeck model with one factor, so \( \lambda^T_m = \lambda^S_m \).

\[\square\]

**Proof of theorem 5.1**

Using the notation from before one gets

\[
dP^T = P^T \circ \left( \sum_{l=1}^{n} \alpha^T_i + \sigma^T_i W^\nu_l \right) dt
\]

and

\[
dP^T = (P^T_t + \sum_{l=1}^{n} P^T_{p_l} \circ (k_l(\theta_l - p_l(t)) + \sigma_l W^\nu_l)) dt.
\]

Using the assumption to \( P^T \) in equation (11) it follows that

\[
P^T \circ \left( \sum_{l=1}^{n} \alpha^T_i \right) = P^T \circ \left( a'(t) + \sum_{l=1}^{n} (b'_i(t)p_i(t) + b_i(t)k_i(\theta_i - p_i(t))) \right)
\]

\[
r(t) + \psi(t) + \sum_{l=1}^{n} \lambda^T_i \sigma_i b_i(t) = \left( a'(t) + \sum_{l=1}^{n} (b'_i(t)p_i(t) + b_i(t)k_i(\theta_i - p_i(t))) \right).
\]

The ordinary differential equations (13) and (12) follow from this equation.

\[\square\]
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