Prediction of Primary Tumors in Cancers of Unknown Primary
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Abstract:
A cancer of unknown primary (CUP) is a metastatic cancer for which standard diagnostic tests fail to identify the location of the primary tumor. CUPs account for 3–5% of cancer cases. Using molecular data to determine the location of the primary tumor in such cases can help doctors make the right treatment choice and thus improve the clinical outcome. In this paper, we present a new method for predicting the location of the primary tumor using gene expression data: locating cancers of unknown primary (LoCUP). The method models the data as a mixture of normal and tumor cells and thus allows correct classification even in impure samples, where the tumor biopsy is contaminated by a large fraction of normal cells. We find that our method provides a significant increase in classification accuracy (95.8% over 90.8%) on simulated low-purity metastatic samples and shows potential on a small dataset of real metastasis samples with known origin.
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1 Introduction
Cancers are named based on their primary location (the type of tissue where the cancer originated). A lung cancer that has metastasized (spread) to the liver will for example still be defined as a lung cancer and not a liver cancer. In 3–5% of cancer cases doctors only find a metastasis but fail to locate the original tumor; these are called cancers of unknown primary (CUP) [1]. The standard treatment is different for different types of cancer and CUP cases are thus generally harder to treat and consequently have significantly worse prognosis compared to the average cancer patient. Finding the source of malignancy, i.e. the location of the primary tumor, is crucial for improving the treatment of CUP patients. Pathologic evaluation of a biopsy usually includes immunohistochemical (IHC) testing that in some cases can help identify the tissue of origin, but often these tests cannot give a definitive answer. As a result there is a growing interest in using genomic or proteomic molecular data from the biopsy to identify the location of the primary tumor. Several kinds of molecular data from the metastasis such as gene expression [1], methylation [2], miRNA expression [3] or somatic mutations [4] have been shown to be informative about the tissue of origin. Additionally, a FDA-approved test for CUP classification also exists [2]. In this paper, we present a novel method for predicting the location of the primary tumor using gene expression data.

Inherent to the diagnosis, it is impossible to collect samples of the primary tumor from CUP patients and thus no dataset of metastasis and primary tumor samples from CUP patients exists. Instead CUP classification methods have to use data from patients with known primary tumors as training data. Optimally, the training data would come from metastases collected from patients with a known primary tumor, but almost all publicly available data comes from biopsies of primary tumors. For this reason, we use publicly available primary tumor RNA-seq data generated by the TCGA Research Network (http://cancergenome.nih.gov/) as training data.

A problem that can lead to classification errors when predicting the tissue type of a tumor is that biopsies are not pure, but a mixture of tumor tissue and adjacent normal tissue. This is particularly a problem for biopsies from metastases since the surrounding tissue will be of a different tissue type. It is thus very relevant to develop a CUP classification method that is robust to sample impurity. Our method, locating cancers of unknown primary (LoCUP), takes sample purity into account by [1] modelling the mixture of normal and tumor cells directly, [2] employing an empirical prior on sample purity during training, and [3] exploiting that the normal tissue component of the metastatic sample is known when predicting on a metastatic sample. This provides substantial improvements in classification accuracy on impure samples. To our knowledge, LoCUP is the...
first method to model tumor purity during CUP classification. It is however not the first method to incorporate tumor purity in the analysis of gene expression data. Several methods [5], [6], [7] have been developed that address the closely related problem of deconvolution of a mixed sample into its constituent tumor and normal part. Such deconvolution methods can improve the accuracy of differential expression studies and lead to more accurate biomarkers but they are not directly applicable to the problem of CUP classification.

We compare our method to the classifier used clinically at Department of Molecular Medicine (MOMA), Aarhus University Hospital, Denmark, a multinomial logistic regression classifier with ridge penalty (MLRR) which does not take purity of the samples into account. To the best of our knowledge, this classifier is the only existing solution for CUP samples. Both classifiers are evaluated in three stages. First, classification accuracy is determined when predicting the tissue of origin of primary tumor samples. Second, classification accuracy is determined when predicting on simulated metastatic samples. Third, we evaluate the classifier on a small dataset of real metastatic samples with known primary.

2 Implementation

The input to our method is a \( m \times n \) matrix where entry \( i, j \) is the gene expression of gene \( j \) in tissue sample \( i \). A sample \( x_i \) comes from either a primary tumor (T) or normal, healthy tissue (N) adjacent to a primary tumor denoted by \( z_i \in \{T, N\} \). The tissue type of the each sample is denoted \( y_i \in \{1, \ldots, K\} \).

The gene expression levels of a tumor sample are assumed to be a mixture of two normal distributions. One distribution represents the normal tissue from which the sample is collected and the other distribution represents the tumor of origin. The degree of mixing of the two distributions is determined by a sample-specific mixing coefficient \( 0 \leq \alpha_i \leq 1 \), which has a tissue-dependent beta-distributed prior with shape parameters \( \beta_{1k} \) and \( \beta_{2k} \) which are assumed to be known (see Section 2.1). We illustrate the idea behind the model in Figure 1. The likelihood splits up into tissue-specific likelihoods, i.e.:

\[
L(\alpha_1, \ldots, \alpha_m, \mu_{T_k}, \mu_{N_k}, \sigma_k^2) = \prod_{i=1}^m N(x_i; \alpha_i \mu_{T_k} + (1 - \alpha_i) \mu_{N_k}, \sigma_k^2) B(\alpha_i; \beta_{1k}, \beta_{2k}),
\]

for \( k = 1, \ldots, K \) where \( \mu_{N_k} \) and \( \mu_{T_k} \) are the centroids of normal and tumor tissue respectively from tissue type \( k \). The variance of the normal distribution is fixed within each tissue type. We obtain a pseudo-likelihood by multiplying the likelihood with a ridge regularization term of \( \mu_{T_k} \) and \( \mu_{N_k} \):

\[
R_\lambda(\mu_{T_k}, \mu_{N_k}) = \exp(\lambda (\sum_{k=1}^K \alpha_i \mu_{T_k} + \sum_{k=1}^K (1 - \alpha_i) \mu_{N_k})^2)
\]
where we determine \( \lambda \) through grid search. We maximize each tissue-specific pseudo-likelihood independently to get estimates of \( \mu_{T_k} \) and \( \mu_{N_k} \) for \( k=1,\ldots,K \). That is the “training” of the model.

To train the model standard gradient ascend can be applied. However, for efficiency reasons we maximize the pseudo-likelihood by alternating between analytically maximizing the likelihood for \( \mu_{T_k} \) and \( \mu_{N_k} \) with fixed \( \alpha_i \)'s, and numerically optimizing \( \alpha \) until convergence.

To predict the tumor tissue type of a given metastatic sample our classifier takes the metastatic sample, \( x \), and the tissue type of the metastatic-adjacent tissue, \( y \). We classify to the best explaining tumor centroid \( \mu_{T_k} \) using the Euclidean distance.

\[
y_p = \arg\min_{k=1,\ldots,K} \left[ \min_{\alpha \in (0,1)} |x - \alpha \mu_{T_k} - (1 - \alpha) \mu_{N_k}| \right]
\]

### 2.1 Estimation of Parameters for Beta Priors

Shape parameters \( \beta_{1k} \) and \( \beta_{2k} \) for the empirical beta priors were estimated from data published in [8] by fitting a beta distribution to the consensus measurement of purity estimations (abbreviated CPE in [8]) for each disease. Histograms of the estimated purities and the fitted distributions can be seen in Figure 2.

![Figure 2: Distribution of estimated purities and the fitted beta distributions. Estimated shape parameters are shown as Beta (\( \beta_{1k}, \beta_{2k} \)). We observe that a beta distribution is a good fit for the tumor purity estimates.](image)

### 2.2 Preprocessing

Before training and prediction, the data is [1] scaled to zero mean and unit variance, and [2] the number of dimensions is reduced. We performed a grid search with both principal component analysis (PCA) and linear discriminant analysis (LDA) to determine the most suitable method for dimensionality reduction. The best
method and number of components for each type of experiment (see Section 3) is listed in Table 1. Our experiments without scaling and dimensionality reduction resulted in a significantly lower accuracy for both of the tested methods.

Table 1: Results for the primary (P) and simulated (S) experiments for both methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Dimensionality reduction</th>
<th>Number of components</th>
<th>Best parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CV</td>
<td>Validation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>LoCUP</td>
<td>94.9</td>
<td>95.2</td>
<td>LDA 221</td>
</tr>
<tr>
<td></td>
<td>MLRR</td>
<td>96.4</td>
<td>97.2</td>
<td>LDA 15</td>
</tr>
<tr>
<td>S</td>
<td>LoCUP</td>
<td>96.3</td>
<td>95.5</td>
<td>LDA 55</td>
</tr>
<tr>
<td></td>
<td>MLRR</td>
<td>91.1</td>
<td>90.8</td>
<td>LDA 105</td>
</tr>
</tbody>
</table>

The best parameters were found through a grid search for each experiment and method. On simulated metastatic data, our method clearly outperforms the MLRR method. Note that we in some cases obtain a higher accuracy on the validation data since more training data is available.

3 Application

To investigate the performance of our method we performed a series of experiments on primary tumors, and simulated and true metastatic samples. In this section, we will give an overview of the datasets used and the experimental setup. Source code for the LoCUP classifier and data files used in the analysis are available by request to the corresponding author.

Gene expression data covering $K = 16$ diseases was collected from The Cancer Genome Atlas (TCGA) ($m = 7065$, $n = 18,696$ after removing genes that were expressed in less than 75% of samples). Approximately 10% of the samples are normal tissue. Note that this dataset does not contain any metastatic or CUP samples. We will denote this dataset D1. The dataset was split into a cross-validation (CV) ($m = 6358$, denoted D2) and validation set ($m = 707$, denoted D3) in a stratified manner such that each set contains approximately the same number of tissue types and tumor/normal samples. A fourth dataset, D4, was simulated from the validation set by mixing tumor and normal samples ($m = 707$) from D3. To simulate a metastatic sample, a tumor $x_T$ and a normal $x_N$ sample is sampled with replacement. The mixed sample is then computed as $\alpha x_T + (1 - \alpha) x_N$ where $\alpha$ is sampled from the prior distribution for the tissue type of $x_T$. The simulated data maintains the distribution of tissue types of the original data.

Additionally, a dataset, denoted D5, consisting of eight metastatic samples (all with colon primary, metastasized to liver, metastasized to lung) was obtained from the Department of Molecular Medicine, Aarhus University Hospital, Denmark. This data was processed via a replica of the pipeline used by TCGA. Note that this dataset does not include any normal tissue samples and only contains metastatic samples with known prior. The relationship between these datasets is illustrated in Figure 3.
A grid search with 5-fold cross-validation on D2 was performed to optimize the hyper parameters of each method and the preprocessing pipeline. For each set of parameters, two experiments were performed for each fold of the cross-validation. First, to estimate the best parameters of each method on the task of predicting the tissue type of a tumor/normal sample, the method was trained on the training data and predictions were made on the test data. This experiment is denoted P (primary). Second, to estimate the best parameters of each method on the task of predicting the primary tumor component of a metastatic (mixed) sample, each method was trained on the training data and the test data was then used to simulate metastatic samples on which predictions were made. This experiment is denoted S (simulated).

Finally, each method was trained on D2 with the best parameters obtained from the grid search was used to predict on D3 to assess the prediction accuracy on primary tumor samples, D4 to assess the prediction accuracy on simulated metastatic samples, and D5 to assess the prediction accuracy on real metastatic samples.

4 Discussion

We performed three experiments to validate the performance of the classifiers. Firstly, the performance of the classifiers on the problem of tissue prediction. That is, the samples that are predicted on may be either tumor or normal and we simply wish to predict the tissue type. The classifiers were trained on D2 and predictions were made on D3. Our method obtains an accuracy of 95.32% while MLRR obtains an accuracy of 97.2%. This is to be expected since we in this experiment do not take advantage of the ability of our method to handle mixtures of tumor and normal tissue. Secondly, we assessed the performance of the classifiers on simulated mixed samples by training on D2 and predicting on D4. Our method obtains an accuracy of 95.5%, compared to 90.8% for MLRR. Our method thus provides a substantial increase in prediction accuracy. The results are summarized in Table 1.

Thirdly, we were able to collect a small dataset (D5) of metastatic samples with known primary. While this dataset is too small to conclude any improvement in prediction accuracy, it provides an extra layer of validation and suggests that our method predicts as well or better than the MLRR method on real samples. While the two classifiers agree in most cases, we observe a single sample where our method correctly predicts COAD while the MLRR method predicts LUAD (see Table 2).

Our method correctly predicts five of eight samples while MLRR correctly predicts four of eight samples. Sample 2 is correctly predicted by LoCUP, while MLRR predicts LUAD. Note that the second-best scoring LoCUP prediction for sample 3 is also correct. However, MLRR also predicts correctly on sample 2 and 3 when considering the second-best prediction. Sample 1 may be a polluted or mislabeled sample.

To further validate that our method improves classification on impure tumor samples we plotted the prediction accuracy on the simulated data (D4) binned by the true (simulated) value of $\alpha_i$. See Figure 4. The plot clearly illustrates that our method has a higher accuracy on samples of low to mid-range $\alpha_i$, i.e. a higher accuracy on impure samples.
Figure 4: Accuracy for the LoCUP and MLRR methods binned by the true $\alpha$ of the simulated samples in D4. The number of samples in each bin is shown in bold. Our method outperforms MLRR on samples where $\alpha \in (0, 2, 0.7)$, that is low-purity samples.

In conclusion, we have developed a method for prediction of the tumor of origin of metastatic samples by modelling a metastatic sample as a mixture of the tumor of origin and the adjacent normal tissue of the metastasis. We have shown that our method outperforms the classification method used at Department of Molecular Medicine (MOMA), Aarhus University Hospital, Denmark for clinical diagnostics (see Table 1) on simulated metastatic samples, with a clear improvement on very impure samples (see Figure 4). We have further validated our method on a small dataset of real metastatic samples (see Table 2) and obtained a small improvement. The method models metastatic samples as a mixture between normal and tumor cells, but in some cases tumor purity can also be affected by tumor-infiltrating leukocytes [7]. A possible future improvement of the method would thus be to investigate this phenomenon and possibly improve the classification by adding leukocytes as a third component to the mixture.
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