Orbital localization using fourth central moment minimization
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We present a new orbital localization function based on the sum of the fourth central moments of the orbitals. To improve the locality, we impose a power on the fourth central moment to act as a penalty on the least local orbitals. With power two, the occupied and virtual Hartree-Fock orbitals exhibit a more rapid tail decay than orbitals from other localization schemes, making them suitable for use in local correlation methods. We propose that the standard orbital spread (the square root of the second central moment) and fourth moment orbital spread (the fourth root of the fourth central moment) are used as complementary measures to characterize the locality of an orbital, irrespective of localization scheme. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4769866]

I. INTRODUCTION

It is a basic assumption in local correlation methods that the wave function is expanded in a set of local orbitals. However, which criteria a set of orbitals have to fulfill in order to be characterized as local is not clear. In one of the popular textbooks in computational chemistry,1 local orbitals are defined as orbitals “that are spatially confined to a relatively small volume, and therefore clearly displaying which atoms are bonded and furthermore have the property of being approximately constant between structurally similar units in different molecules.” Locality is here intimately associated with molecular bonding and connected to the structural similarity of the chemical units in different molecules. In the Pipek–Mezey orbital localization scheme,2,3 the idea is to reduce the number of atomic sites for a bonding orbital. The close connection between locality and chemical bonding is widely accepted despite the fact that molecular bonding is associated with the nodal structure of an orbital and with particular sets of orbitals, e.g., HOMO-LUMO gap and Koopman’s theorem for canonical Hartree-Fock (HF) orbitals.

In the context of local correlation methods, local orbitals are introduced with the sole purpose of providing a local basis where the short range inter-electronic interactions (Coulomb holes and dispersion forces) can be described efficiently. For such a purpose, it is only important to use orbitals that are confined to a small volume in space, and their bonding properties are irrelevant. The problem is how to find appropriate criteria for determining and characterizing local orbitals.

A vast number of localization schemes (e.g., Refs. 3–13) have been proposed since Lennard-Jones and Pople14 published an article on localized occupied orbitals and their physical meaning in 1950. The most used localization schemes are the ones of Boys,4,5 Edmiston and Ruedenberg,6 and Pipek and Mezey.2,3 In solid state physics, the Boys and Pipek–Mezey schemes have been employed to obtain maximally localized Wannier orbitals.15,16 The use of the Boys, Pipek–Mezey, and Edmiston–Ruedenberg schemes to obtain a local virtual orbital space has been very limited, due to the failure of the Jacobi sweeps of iterations6 to optimize the functions for the virtual space. Projected atomic orbitals (PAOs), which constitute a redundant non-orthogonal set, have been used in some local correlation methods17–19 in the absence of local virtual HF orbitals. Recently, Høyvik et al.20 showed that a set of local, non-redundant orthonormal virtual orbitals can be obtained by using the trust region optimization of the localization functions.

The Boys scheme minimizes the sum of the second central moments (variances) of the orbitals. For simplicity, we will refer to the second central moment as the second moment. The second moment of an orbital characterizes the deviation of its density from its average position, and hence measures where the bulk of the orbital density is located. The Boys localization thus produces a set of orbitals, which on average are local, but the set may contain some orbitals, which have a large second moment—so-called outliers. For a set of orbitals, it is the locality of the least local orbital (“the weakest link”) that defines the locality of the set. Jansik et al.12 showed how outliers could be removed by imposing a power on the second moments, acting as a penalty for orbitals with large second moments.

When minimizing the second moment, no considerations are given to the shape of the orbital, except that the bulk of the orbital is concentrated in a small volume of space. However, a small second moment may be obtained because of an acute peak and a thick tail or because of a broad peak and a thin tail. In local correlation methods, local orbitals must have a thin tail since only then is the orbital really restricted to a small volume in space. In this paper, we describe how local orbitals with a fast tail decay may be obtained by minimizing the sum of the fourth moments for a set of orbitals. To avoid outliers in the fourth moment minimization, we further suggest to impose a power on the fourth moment in accordance with the power on the second moment as discussed in Ref. 12.
The second moment of an orbital is used to characterize the locality of an orbital since it reflects the spatial confinement of the bulk of the orbital. In practice, the orbital spread, which is the square root of the second moment of the orbital, is reported. In this paper, we will refer to the orbital spread as the second moment orbital spread ($\sigma_2$) to distinguish it from what we term the fourth moment orbital spread ($\sigma_4$), which is the fourth root of the fourth moment of the orbital. $\sigma_4$ provides a second essential characterization of the locality of an orbital, which reflects more directly the thickness of the orbital tail than $\sigma_2$ does. Thus, to fully characterize the locality of a set of orbitals, we suggest to report $\sigma_2$ and $\sigma_4$ for the most de-local orbitals (orbitals with the greatest $\sigma_2$ and $\sigma_4$) in the set.

In Sec. II, we develop the localization function for the fourth moment minimization, and in Sec. III, we derive the equations needed for a minimization of the fourth moment localization function using the trust region method. In Sec. IV, we present results for orbitals obtained using a fourth moment minimization. The orbitals are compared to the orbitals obtained from a second moment minimization both with and without imposed powers, and also with Pipek–Mezey localizations. Section V contains a summary and some concluding remarks.

II. SECOND AND QUARTIC MOMENT LOCALIZATION FUNCTIONS

The locality of an orbital $|p\rangle = \phi_p$ can be associated with its second moment (variance). In one dimension, the second moment of the orbital is defined as

$$\mu_2^p = \langle p| \hat{x}^2 - \langle \hat{x} \rangle^2 | p \rangle = \int (x - \bar{x}_p)^2 \phi_p^* \phi_p dx,$$  \hspace{1cm} (1)

where $\int \phi_p^* \phi_p dx = 1$ and $\bar{x}_p = \int x \phi_p^* \phi_p dx$. The second moment of an orbital is thus defined in terms of an integration of the density $\phi_p^* \phi_p$ over a second moment weight function $(x - \bar{x}_p)^2$. A local orbital has a small second moment since the bulk of the orbital—represented by its density—will be close to its average position.

For a set of orbitals $\{ | p \rangle, | q \rangle \cdots \}$ (e.g., a set of occupied or virtual HF orbitals), the set which on average is most local may be obtained using the Boys localization scheme where the second moment (SM) localization function

$$\xi_{SM} = \sum_p \mu_2^p$$  \hspace{1cm} (2)

is minimized carrying out a sequence of orthogonal transformations between the orbitals. When $\xi_{SM}$ is minimized, the orbitals are rotated in order to get their deviation from the mean position $\bar{x}_p$ to be as small as possible. Positions far from $\bar{x}_p$ (where $|x - \bar{x}_p| \gg 0$) are given a large weight and the orbitals are therefore rotated to get a density, which is small in this region. The Boys localization is thus in that sense directly directed toward getting orbitals, where the bulk of the orbital is confined to a small volume in space. The second moment orbital spread of orbital $|p\rangle$

$$\sigma_2^p = \sqrt{\mu_2^p},$$ \hspace{1cm} (3)

which often is denoted just the orbital spread, may be used as a measure for describing where the bulk of the orbital is located.

When minimizing the second moments for a set of orbitals, no particular considerations are given to the shape of the local orbitals, except that the bulk of the density is required to be local. However, an orbital with a small $\sigma_2$ may still have a thick tail and such orbitals will be inefficient to use in local correlation methods. To obtain orbitals where thick tails are reduced, we may replace the second moment weight function in Eq. (1) with a fourth moment (FM) weight function.

$$\mu_4^p = \langle p| \hat{x}^4 - 4 \langle \hat{x} \rangle \hat{x}^3 + 6 \langle \hat{x} \rangle^2 \hat{x}^2 - 3 \langle \hat{x} \rangle^4 | p \rangle$$ \hspace{1cm} (4)

and minimize

$$\xi_{FM} = \sum_p \mu_4^p.$$ \hspace{1cm} (5)

To understand what is happening in a FM minimization compared to a SM minimization, we have in Fig. 1 plotted the weight function $(\hat{x} - \langle \hat{x} | p \rangle)^4$ and $(\hat{x} - \langle \hat{x} | p \rangle)^2$. From Fig. 1, it is clear that the weight function is larger in the region $|\hat{x} - \langle \hat{x} | p \rangle| > 1$ in a FM minimization than in a SM minimization and opposite for $|\hat{x} - \langle \hat{x} | p \rangle| < 1$. In a FM minimization, there is therefore a larger penalty for densities where $|x| > 1$ and a smaller penalty for densities where $|x| < 1$. In Fig. 2, we have for a SM minimization displayed an idealized normal distribution function for the density for an orbital with a second moment orbital spread $\sigma_2$. The regions with $|x| \leq \sigma_2$ and $|x| \leq 2\sigma_2$ from the center of the distribution function contain 68% and 95%, respectively, of the total orbital density. An idealized illustration displaying the distribution function obtained from a FM minimization is also plotted in Fig. 2. In the range $|x| < 1$, the FM weight function may pull density away from the center region compared to a SM weight function. For $|x| > 1$, the density is pushed toward the center. Since this range contains a large fraction of the density, a FM minimization may lead to $\sigma_2$ values that are smaller than the ones obtained in a SM minimization. The FM minimizations give distributions with much thinner tails than SM minimizations because of the large penalty that is
imposed by the weight function for $|x| \gg 1$. The fourth moment orbital spread

$$\sigma_4^p = \sqrt{\mu_4^p},$$

thus, measure more directly than $\sigma_2^p$ how the density decays in the outer and tail region.

In local correlation methods, it is important that the least local orbital is as local as possible, i.e., that there are no outliers. This may be accomplished by introducing a power on the localization function, acting as a penalty for the least local orbitals. Jansik et al. introduced powers of the orbital variance in the localization function

$$\xi_{SM}^m = \sum_p (\mu_2^p)^m,$$

where $m$ is a positive integer. Increasing $m$ increases the penalty for having non-local orbitals. Jansik et al. showed that outliers were removed in this way. For fourth moment localization, we similarly consider a localization function that contains powers of the fourth moment

$$\xi_{FM}^m = \sum_p (\mu_4^p)^m.$$

In three dimensions, the fourth moment may be expressed as

$$\mu_4^p = \langle p|(r - \bar{r}_p)^4|p\rangle$$

$$= \int [(\hat{x} - \bar{x}_p)^2 + (\hat{y} - \bar{y}_p)^2 + (\hat{z} - \bar{z}_p)^2] \phi^*_p \phi_p d\tau. \quad (9)$$

In order to characterize the locality of a set of orbitals, the orbital with the largest second moment orbital spread, $|p(\sigma_2^{\text{max}})|$,

$$\sigma_2^{\text{max}} = \max_p [\sigma_2^p],$$

and the orbital with the largest fourth moment orbital spread, $|p(\sigma_4^{\text{max}})|$,

$$\sigma_4^{\text{max}} = \max_p [\sigma_4^p],$$

must be identified, and both $\sigma_2$ and $\sigma_4$ will be reported for these orbitals. In general, we recommend to use $\sigma_2$ and $\sigma_4$ as measures of locality, regardless of localization scheme since these measures together reflect the locality of both the bulk and tail.

### III. MINIMIZATION OF THE FOURTH MOMENT LOCALIZATION FUNCTION USING THE TRUST REGION METHOD

To minimize $\xi_{FM}^m$, we will use an orthogonal transformation of the orbitals

$$|\tilde{p}\rangle = \exp(-\hat{\kappa})a^\dagger_{\mu\sigma} |\text{vac}\rangle,$$

$$\hat{\kappa} = \sum_{r>s} \kappa_{rs}(E_{rs} - E_{sr}) = \sum_{rs} \kappa_{rs} E_{rs},$$

$$E_{rs} = a^\dagger_{r\alpha} a_{\sigma\alpha} + a^\dagger_{r\beta} a_{\sigma\beta},$$

where $a^\dagger_{\mu\sigma}$ is a creation operator with $\sigma$ denoting spin. The summations in Eq. (13) refer to either a set of occupied, or a set of virtual orbitals. The parametrization of $\xi_{FM}^m$ thus becomes

$$\tilde{\xi}_{FM}^m(\kappa) = \sum_p (\tilde{\mu}_4^p)^m,$$

where for the three dimensional case

$$\tilde{\mu}_4^p = \sum_i [\langle \tilde{p}|\tilde{\kappa}_4^2|\tilde{p}\rangle - 4\langle \tilde{p}|\tilde{\kappa}_2^2|\tilde{p}\rangle \langle \tilde{p}|\bar{\kappa}_4|\tilde{p}\rangle]$$

$$+ 6\langle \tilde{p}|\tilde{\kappa}_2^2|\tilde{p}\rangle \langle \tilde{p}|\bar{\kappa}_4|\tilde{p}\rangle - 3\langle \tilde{p}|\bar{\kappa}_4|\tilde{p}\rangle^2$$

$$+ 2\sum_{i>j} \left[ \langle \tilde{p}|\tilde{\kappa}_4^2|\tilde{p}\rangle - 2(1 + \tilde{\mu}_4^p)\langle \tilde{p}|\tilde{\kappa}_2^2|\tilde{p}\rangle \langle \tilde{p}|\bar{\kappa}_4|\tilde{p}\rangle \langle \tilde{p}|\bar{\kappa}_4|\tilde{p}\rangle - 3\langle \tilde{p}|\bar{\kappa}_4|\tilde{p}\rangle^2 \langle \tilde{p}|\bar{\kappa}_4|\tilde{p}\rangle^2$$

$$+ 4\langle \tilde{p}|\bar{\kappa}_4|\tilde{p}\rangle \langle \tilde{p}|\bar{\kappa}_4|\tilde{p}\rangle \langle \tilde{p}|\bar{\kappa}_4|\tilde{p}\rangle \langle \tilde{p}|\bar{\kappa}_4|\tilde{p}\rangle \langle \tilde{p}|\bar{\kappa}_4|\tilde{p}\rangle \rangle. \quad (16)$$

Subscripts $i$ and $j$ are used to distinguish between the $x$, $y$, and $z$ spatial coordinates and the operator $\tilde{P}_{ij}$ has been introduced to denote a permutation between indices $i$ and $j$.

To determine the minimum of $\tilde{\xi}_{FM}^m(\kappa)$, a trust region minimization is used. A general discussion of the trust region method may be found in Ref. 22, and a more detailed discussion of the implementation used for orbital localization functions may be found in Ref. 20. The important features are described below.

The trust region method is built around a second-order Taylor series $Q(\kappa)$ of $\tilde{\xi}_{FM}^m(\kappa)$

$$Q_m(\kappa) = \xi_m^{[0]} + \kappa^T \xi_m^{[1]} + \frac{1}{2} \kappa^T \xi_m^{[2]} \kappa,$$

where $\xi_m^{[0]}$ is the value of $\tilde{\xi}_{FM}^m(\kappa)$ at the expansion point (s)$ = 0$ and $\xi_m^{[1]}$ and $\xi_m^{[2]}$ are the gradient and Hessian of $\tilde{\xi}_{FM}^m(\kappa)$, respectively, at the expansion point.

In the trust region method, steps are determined by solving Newton or level-shifted Newton equations using iterative methods. This requires that the gradient $\xi_m^{[1]}$ and the linear transformation of the Hessian on a trial vector $\xi_m^{[2]} \kappa$ are determined. These quantities may be found from a linear expansion.
of \( \xi^{\text{FM}}_{m} \),

\[
\frac{\partial \xi^{\text{FM}}_{kl}}{\partial \kappa_{kl}} = m \sum_{p} \left( \mu_{4}^{p} \right)^{m-1} \frac{\partial \hat{\mu}_{4}^{p}}{\partial \kappa_{kl}},
\]

where \( \hat{\mu}_{4}^{p} \) is given in Eq. (16) and \( m \) is a positive integer. The linear expansions of the individual terms in Eq. (18) using \( \kappa = 0 \) as the expansion point are given by

\[
(\hat{\mu}_{4}^{p})^{m-1} = f_{p}^{[0]} + \kappa^{T} f_{p}^{[1]} + O(\kappa^{2}),
\]

\[
\frac{\partial (\hat{\mu}_{4}^{p})}{\partial \kappa_{kl}} = (g_{p}^{[0]})_{kl} + (\kappa^{T} g_{p}^{[1]})_{kl} + O(\kappa^{2}).
\]

Using Eq. (16), expressions for \( f_{p}^{[0]}, \kappa^{T} f_{p}^{[1]}, (g_{p}^{[0]})_{kl}, \) and \((\kappa^{T} g_{p}^{[1]})_{kl}\) are found. The gradient is not dependent on \( \kappa \) and from the expansions above, we may find the gradient as

\[
(\xi^{[0]}_{m})_{kl} = m \sum_{p} f_{p}^{[0]} (g_{p}^{[0]})_{kl}.
\]

The linear transformations of the Hessian on a trial vector \( \kappa \) consist of the terms in the expansion that depend linearly on \( \kappa \) and may be found from

\[
(\xi^{[2]}_{m})_{kl} = m \sum_{p} f_{p}^{[0]} (\kappa^{T} g_{p}^{[1]})_{kl} + (\kappa^{T} f_{p}^{[1]}) (g_{p}^{[0]})_{kl}.
\]

The explicit expressions for the gradient and linear transformation of the Hessian on a trial vector are listed in the Appendix.

IV. RESULTS

In this section, we report results from fourth moment orbital localizations for various molecular systems. \( \sigma_{2} \) and \( \sigma_{4} \) are computed for all orbitals, and the locality of an orbital set is described in terms of \( \sigma_{2} \) and \( \sigma_{4} \) for the orbital in the set with the largest \( \sigma_{2} \), \(|p(\sigma_{2}^{\text{max}})|\), and for the orbital with the largest \( \sigma_{4} \), \(|p(\sigma_{4}^{\text{max}})|\). Arachidic acid (C20O2H40) is used as an example of a one-dimensional system and the 127T5S domain (C124N56O23S3H192) of the titin protein as a three-dimensional example. We will for simplicity refer to the 127T5S domain of titin as just titin. In all calculations, we will employ Dunnett’s correlation consistent basis sets cc-pVXZ\(^{23}\) with cardinal numbers \( X = D, T, \) and \( Q \). We report the locality measures \( \sigma_{2} \) and \( \sigma_{4} \) for \(|p(\sigma_{2}^{\text{max}})|\) and \(|p(\sigma_{4}^{\text{max}})|\). For comparison, we also report locality results from a \( \xi^{\text{SM}}_{m} \), \( m = 1, 2, \) and 3 minimization, and the locality of the PAOs.

From Table I, we see that \( \sigma_{2}^{\text{max}} \) and \( \sigma_{4}^{\text{max}} \) changes drastically when going from \( m = 1 \) to \( m = 2 \), but do not change much when increasing \( m \) from 2 to 3, \(|p(\sigma_{2}^{\text{max}})|\) and \(|p(\sigma_{4}^{\text{max}})|\) have similar \( \sigma_{2} \) and \( \sigma_{4} \) values. In fact, the distribution of orbitals with \( \sigma_{2} \) and \( \sigma_{4} \) values in the maximum region is rather dense, as can be seen from the plots in Figs. 3 and 4 where \( \sigma_{2} \) and \( \sigma_{4} \) are displayed for all virtual orbitals obtained from FM and SM minimizations, respectively, for \( m = 1 \) (top), 2 (middle), and 3 (bottom) and using the cc-pVXZ basis set. Figs. 3 and 4 substantiate that it is important to impose a penalty (use \( m = 2 \)) but increasing this penalty (use \( m = 3 \)) has only minor effects. This observation is in accordance with the experience from \( \xi^{\text{SM}}_{m} \) localizations,\(^{12}\) where it was found that \( m = 2 \) was a sufficient penalty. From Fig. 3, we also see that for the FM localizations with \( m = 2 \), all virtual orbitals have \( \sigma_{2} \) values close to 2.0 a.u. and \( \sigma_{4} \) values slightly below 3.0 a.u., leaving little space for improving the locality by considering higher than fourth moment localizations.

For titin, results—similar to the ones for arachidic acid—are reported in Table II. The trends for the titin results are the same as for arachidic acid, even though the shifts in locality going from \( m = 1 \) to \( m = 2 \) are larger for titin than for arachidic acid.
For the occupied orbitals, we observe trends similar to the ones for the virtual orbitals even though the effects for the occupied orbitals are less pronounced than for the virtual orbitals. As a conclusion, we recommend to use \( m = 2 \) for FM localizations.

B. The locality of orbitals in fourth moment minimization

In this section, we examine in more detail the orbital locality obtained from a FM minimization with \( m = 2 \), i.e., using \( \xi_{2}^{FM} \). For comparison, we present results using \( \xi_{2}^{SM} \). We start out considering the locality for the virtual orbitals, where we also present the locality of PAOs. Then we examine the locality of the obtained occupied orbitals. For the occupied orbitals, we only present results for titin, since the arachidic acid occupied orbitals are much less complicated and easily localized.

1. Virtual orbitals

We will now compare the locality of the virtual orbitals obtained in \( \xi_{2}^{FM} \) and \( \xi_{2}^{SM} \) localizations for arachidic acid. We first consider the difference in tail decay between FM and SM optimized orbitals. To do this, we have in Fig. 5 for a \( \xi_{2}^{FM} \) minimization in a cc-pVTZ basis plotted the virtual orbital with the largest fourth moment spread, \( |p(\sigma_{4}^{max})\rangle \) (\( \sigma_{2}^{max} = 2.09 \) a.u., \( \sigma_{4}^{max} = 2.98 \) a.u.) for the contour values 0.03, 0.003, and 0.001.

![FIG. 5. The least local virtual orbital \( |p(\sigma_{4}^{max})\rangle \) (\( \sigma_{2}^{max} = 2.09 \) a.u. and \( \sigma_{4}^{max} = 2.98 \) a.u.) for arachidic acid in a cc-pVTZ basis obtained from a \( \xi_{2}^{FM} \) minimization plotted using contour values 0.03 (top), 0.003 (middle), and 0.001 (bottom). A box representing the orbital of Fig. 6 is superimposed to illustrate the more rapid tail decay of the fourth moment optimized orbitals.](image)

### TABLE II. \( \sigma_{2} \) and \( \sigma_{4} \) values for the virtual orbitals of titin with \( \sigma_{max}^{2} \) and \( \sigma_{max}^{4} \) listed for various basis sets and localization criteria.

<table>
<thead>
<tr>
<th></th>
<th>( \sigma_{2} ) (a.u.)</th>
<th>( \sigma_{4} ) (a.u.)</th>
<th>( \sigma_{2} ) (a.u.)</th>
<th>( \sigma_{4} ) (a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \xi_{2}^{FM} ) (</td>
<td>p(\sigma_{4}^{max})\rangle )</td>
<td>3.40</td>
<td>4.06</td>
<td>3.91</td>
</tr>
<tr>
<td>( \xi_{2}^{SM} ) (</td>
<td>p(\sigma_{4}^{max})\rangle )</td>
<td>3.26</td>
<td>4.35</td>
<td>3.73</td>
</tr>
<tr>
<td>( \xi_{3}^{FM} ) (</td>
<td>p(\sigma_{4}^{max})\rangle )</td>
<td>2.47</td>
<td>3.08</td>
<td>2.45</td>
</tr>
<tr>
<td>( \xi_{3}^{SM} ) (</td>
<td>p(\sigma_{4}^{max})\rangle )</td>
<td>2.42</td>
<td>3.16</td>
<td>2.43</td>
</tr>
<tr>
<td>PAO (</td>
<td>p(\sigma_{4}^{max})\rangle )</td>
<td>2.46</td>
<td>3.04</td>
<td>2.45</td>
</tr>
<tr>
<td>( \xi_{3}^{SM} ) (</td>
<td>p(\sigma_{4}^{max})\rangle )</td>
<td>2.40</td>
<td>3.10</td>
<td>2.40</td>
</tr>
<tr>
<td>( \xi_{3}^{SM} ) (</td>
<td>p(\sigma_{4}^{max})\rangle )</td>
<td>2.40</td>
<td>3.10</td>
<td>2.38</td>
</tr>
<tr>
<td>( \xi_{1}^{SM} ) (</td>
<td>p(\sigma_{4}^{max})\rangle )</td>
<td>2.31</td>
<td>3.45</td>
<td>2.76</td>
</tr>
<tr>
<td>( \xi_{2}^{SM} ) (</td>
<td>p(\sigma_{4}^{max})\rangle )</td>
<td>2.60</td>
<td>3.62</td>
<td>2.76</td>
</tr>
<tr>
<td>( \xi_{3}^{SM} ) (</td>
<td>p(\sigma_{4}^{max})\rangle )</td>
<td>2.52</td>
<td>3.41</td>
<td>2.49</td>
</tr>
<tr>
<td>( \xi_{4}^{SM} ) (</td>
<td>p(\sigma_{4}^{max})\rangle )</td>
<td>2.52</td>
<td>3.41</td>
<td>2.19</td>
</tr>
<tr>
<td>( \sigma_{2} ) (a.u.)</td>
<td>3.48</td>
<td>4.21</td>
<td>3.76</td>
<td>5.00</td>
</tr>
<tr>
<td>( \sigma_{4} ) (a.u.)</td>
<td>3.21</td>
<td>4.35</td>
<td>3.62</td>
<td>5.21</td>
</tr>
<tr>
<td>( \sigma_{2} ) (a.u.)</td>
<td>2.71</td>
<td>3.34</td>
<td>2.76</td>
<td>3.84</td>
</tr>
<tr>
<td>( \sigma_{4} ) (a.u.)</td>
<td>2.60</td>
<td>3.62</td>
<td>2.76</td>
<td>3.84</td>
</tr>
<tr>
<td>( \sigma_{2} ) (a.u.)</td>
<td>2.52</td>
<td>3.41</td>
<td>2.49</td>
<td>3.33</td>
</tr>
<tr>
<td>( \sigma_{4} ) (a.u.)</td>
<td>2.52</td>
<td>3.41</td>
<td>2.19</td>
<td>3.46</td>
</tr>
<tr>
<td>( \sigma_{2} ) (a.u.)</td>
<td>4.71</td>
<td>5.63</td>
<td>3.68</td>
<td>4.15</td>
</tr>
<tr>
<td>( \sigma_{4} ) (a.u.)</td>
<td>4.65</td>
<td>5.63</td>
<td>2.94</td>
<td>4.50</td>
</tr>
</tbody>
</table>
FIG. 6. The virtual orbital centered at the same position as the orbital in Fig. 5 but obtained from a $\xi_{SM}^2$ localization ($\sigma_2 = 2.41$ a.u. and $\sigma_4 = 3.63$) for arachidic acid in a cc-pVTZ basis, plotted using contour values 0.03 (top), 0.003 (middle), and 0.001 (bottom). A box encasing the orbital is added to use for comparison against the orbital presented in Fig. 5.

For comparison, we have in Fig. 6 plotted the orbital that in a $\xi_{SM}^2$ minimization is centered on the same carbon atom as the orbital in Fig. 5. This orbital has $\sigma_2 = 2.41$ a.u. and $\sigma_4 = 3.63$ a.u. For the contour values 0.003 and 0.001, we have for the SM optimized orbital (Fig. 6), drawn a black line marking the boundary of the orbital. The boundary is superimposed on the FM optimized orbital in Fig. 5. From Fig. 5, we clearly see that the $\xi_{PM}^2$ optimized orbital exhibits a more rapid tail decay than the $\xi_{SM}^2$ optimized orbital (boundary of $\xi_{SM}^2$ optimized orbital is denoted by the black line).

To get more insight into the structure of the FM and SM minimized orbitals and their different tail decay, we have in Fig. 7 plotted the distribution functions (left) and the cumulative distribution functions (right) for the orbitals of Figs. 5 and 6 where the integration is performed along the internuclear axis. $\sigma_2$ along the nuclear axis is 1.22 a.u. for the FM optimized orbital and 1.49 a.u. for the SM optimized orbital. In Fig. 7 (left), we have also plotted an idealized one-dimensional normal distribution function for the SM optimized orbital ($\sigma_2 = 1.49$ a.u.). From Fig. 7, we see that the idealized distribution function is broader than the distribution function obtained from integration over the SM and FM optimized orbitals. This occurs because the penalty $m = 2$ that is imposed on the orbitals forces the density toward the orbital center both in the SM and the FM localization. For the cumulative distribution functions, the more rapid tail decay is reflected by the fact that the cumulative distribution function for the FM optimized orbital approaches the Heaviside step function more than the SM optimized orbital does, emphasizing that density is being pushed from the tail region toward the center region for the FM optimized orbitals.

Looking at the results in Table I, we see that the FM minimization in general gives lower $\sigma_2^{\text{max}}$ values than a SM minimization. For example, for a TZ basis, FM minimization using $m = 2$ gives $\sigma_2^{\text{max}} = 2.18$ a.u., while a SM minimization using $m = 2$ gives $\sigma_2^{\text{max}} = 2.43$ a.u. At a first glance, this is a peculiar result since $\sigma_2$ (via $\mu_2^2$) is directly minimized in a SM minimization, but not in a FM minimization. The observation is understood from the theoretical analysis in Sec. II, which showed that the bulk of the density obtained

FIG. 7. The distribution functions (left) and cumulative distribution functions (right) for the orbitals plotted in Fig. 5 (red curve) and Fig. 6 (black curve). In addition, a normal distribution (dashed line) with the same orbital spread along the internuclear axis as the orbital represented by the black curve is illustrated.
from a FM minimization will be more compact compared to a SM minimization, because the density is pushed toward the center region in a FM minimization.

We also examine the locality for the virtual orbitals of titin obtained using a $\xi_{2\text{FM}}$ optimization. From Table II, we see that for the cc-pVDZ basis $\sigma_2^{\text{max}} = 2.47$ a.u. and $\sigma_4^{\text{max}} = 3.16$ a.u. from a $\xi_{2\text{FM}}$ minimization, while the corresponding numbers are $\sigma_2^{\text{max}} = 2.71$ a.u. and $\sigma_4^{\text{max}} = 3.62$ a.u. from a $\xi_{2\text{SM}}$ minimization. Both the maximum values for $\sigma_2$ and $\sigma_4$ are thus reduced in a FM minimization compared to a SM minimization. In Figs. 8 and 9, we have plotted the orbitals with $\sigma_2^{\text{max}}$ for a $\xi_{2\text{FM}}$ and a $\xi_{2\text{SM}}$ minimization, respectively. The results from Table II and from Figs. 8 and 9 confirm that the trends observed for arachidic acid are also found for titin. For example, the orbital plot in Fig. 8 clearly shows how the tail is reduced in a FM localization compared to a SM localization. Comparing the $\sigma_2^{\text{max}}$ and $\sigma_4^{\text{max}}$ values obtained from a FM minimization with the locality of the PAOs for titin (Table II), we see that the PAOs are much less local than FM localized orbitals.

**2. Occupied orbitals**

We now proceed to examine the locality of the occupied orbitals obtained from a FM minimization. In Table III, we give locality results for the valence orbitals of titin. As seen from Table III, $\sigma_2$ and $\sigma_4$ are very similar whether a SM or

| TABLE III. $\sigma_2$ and $\sigma_4$ values for the occupied orbitals with $\sigma_2^{\text{max}}$ and $\sigma_4^{\text{max}}$ of titin in various basis sets. |
|-------|--------|-------|--------|--------|
|       | DZ     | TZ     |
| $\xi_{2\text{FM}}$ | $|\rho(\sigma_2^{\text{max}})|$ | $\sigma_2$ (a.u.) | $\sigma_4$ (a.u.) | $|\rho(\sigma_4^{\text{max}})|$ | $\sigma_2$ (a.u.) | $\sigma_4$ (a.u.) |
|       | 2.00   | 2.91   | 2.21   | 2.72   |
| $\xi_{2\text{SM}}$ | $|\rho(\sigma_2^{\text{max}})|$ | $\sigma_2$ (a.u.) | $\sigma_4$ (a.u.) | $|\rho(\sigma_4^{\text{max}})|$ | $\sigma_2$ (a.u.) | $\sigma_4$ (a.u.) |
|       | 2.19   | 2.94   | 2.20   | 2.96   |
|       | 2.19   | 2.94   | 2.19   | 2.96   |
C. Fourth moment localization compared to Boys and Pipek–Mezey localizations

In this section, we compare the locality of orbital sets for various molecular systems, using a $\xi_{FM}^2$ localization and using Boys and Pipek–Mezey localizations. Boys and Pipek–Mezey localizations have so far been the preferred localization schemes for obtaining local orbitals. The molecules considered are:

- An alpha-helix containing 20 alanine residues, denoted alanine(20), in a cc-pVDZ and cc-pVTZ basis (1924 and 4458 basis functions, respectively).
- The amyloid $\beta$-peptide $\text{A}\beta_{1-42}$ in a cc-pVDZ basis (6106 basis functions).
- A graphene sheet ($C_{106}H_{28}$) in a cc-pVDZ basis (1624 basis functions).
- $C_{60}$ in a cc-pVTZ basis (1800 basis functions).
- Insulin (C$_{257}$N$_{65}$O$_{77}$S$_{6}$H$_{382}$) in a cc-pVDZ basis (7604 basis functions).

In Table IV, we report the locality for the virtual orbitals for the molecular systems described above. From Table IV, it is seen that the locality of $\xi_{FM}^2$ localized virtual orbitals has a rather narrow range for the different molecular systems and also when increasing the cardinal number of the basis sets. The Boys and Pipek–Mezey localized orbitals are seen to be less local than the $\xi_{FM}^2$ localized orbitals and also showing a larger range for $\sigma_2^{max}$ and $\sigma_4^{max}$ values for the different molecular systems. For example, the $\sigma_2^{max}$ values in Table IV for $\xi_{FM}^2$ localizations are in the range 2.17–2.63 a.u., while for Boys and Pipek–Mezey localizations the range is 2.58–3.72 a.u. and 3.63–5.05 a.u., respectively. For $\sigma_4^{max}$, the range is 2.91–3.65 a.u. for $\xi_{FM}^2$ localizations, while it is 4.16–4.94 a.u. and 4.40–6.92 a.u. for Boys and Pipek–Mezey localizations, respectively.

In Table V, we report localization results for the occupied orbitals of the molecular systems described above. The
results are presented as for the virtual orbitals reported in Table IV. The results show that a $\xi_{\text{FM}}$ localization yields the most local occupied orbitals. When comparing the three schemes, the differences between the locality for the occupied orbitals are generally not as big as for the virtual orbitals. However, it is important to note that for some systems (e.g., graphene), the Boys and Pipek–Mezey localization schemes provide very poor locality for the occupied orbitals. Further, we propose that for any localization scheme, the locality of the orbitals should be characterized by the second and fourth moment orbital spreads of the least local orbitals in the set.
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APPENDIX: EXPRESSIONS FOR GRADIENT AND LINEAR TRANSFORMATION OF HESSIAN ON TRIAL VECTOR

Expanding Eq. (18), inserting the results into Eqs. (21) and (22), and introducing the odd component of a matrix $A$ as

$$[A]_{\text{odd}} = A - A^T,$$  \hspace{1cm} (A1)

and defining $\text{dia} [v]$ as the operation for taking a vector $v$ and transforming it to a diagonal matrix $D_v$ containing the vector elements on the diagonal

$$\text{dia}[v] = D_v,$$  \hspace{1cm} (A2)

we arrive at the following expressions for the gradient $\xi_{\text{m}}^{[1]}$ and linear transformation $\xi_{\text{m}}^{[2]} \kappa$:

$$\xi_{\text{m}}^{[1]} = m \sum_i \left[ -2 \left( x_i^4 \text{dia} [(\mu_4)^{m-1}] \right)^{\text{odd}} + 8 \left( x_i^2 \text{dia} [(\mu_4)^{m-1} x_i] \right)^{\text{odd}} - 12 \left( x_i^2 \text{dia} [(\mu_4)^{m-1} x_i^2] \right)^{\text{odd}} + 8 \left( x_i \text{dia} [(\mu_4)^{m-1} x_i^3] \right)^{\text{odd}} - 24 \left( x_i \text{dia} [(\mu_4)^{m-1} x_i x_j] \right)^{\text{odd}} + 24 \left( x_i \text{dia} [(\mu_4)^{m-1} x_i^2] \right)^{\text{odd}} \right]$$

$$+ 2 \sum_{i>j} \left[ - \left( x_i^2 x_j^2 \text{dia} [(\mu_4)^{m-1}] \right)^{\text{odd}} - 8 (x_i x_j \text{dia} [(\mu_4)^{m-1} x_i x_j])^{\text{odd}} - 4 (1 + P_{ij}) \left( x_j \text{dia} [(\mu_4)^{m-1} x_i^2] x_j \right)^{\text{odd}} + 4 (1 + P_{ij}) \left( x_j \text{dia} [(\mu_4)^{m-1} x_i x_j] x_j \right)^{\text{odd}} + 12 (1 + P_{ij}) \left( x_j \text{dia} [(\mu_4)^{m-1} x_i x_j] x_j \right)^{\text{odd}} - 8 (1 + P_{ij}) \left( x_j \text{dia} [(\mu_4)^{m-1} x_i^2] x_j \right)^{\text{odd}} - 2 (1 + P_{ij}) \left( x_j^2 \text{dia} [(\mu_4)^{m-1} x_i^2] \right)^{\text{odd}} + 4 (1 + P_{ij}) \left( x_j^2 x_i \text{dia} [(\mu_4)^{m-1} x_i^2] \right)^{\text{odd}} \right],$$  \hspace{1cm} (A3)
\[ g_m^{[2]} \kappa = m \sum_{x,y,z} \left[ -2((\kappa x^4 - x^4 \kappa) \text{dia}(\mu_4^{m-1}))^o + 8(\kappa x^3 - x^3 \kappa) \text{dia}(\mu_3^{m-1} x) \right] \\
+ 8(\kappa x^2 \text{dia}(\mu_4^{m-1}(\kappa x^3 - x^3 \kappa)) + 24(\kappa x^2 - x^2 \kappa) x) \right] \\
+ 24(\kappa x^f((\kappa f)^{[1]}(x^2)) + 8(\kappa x^f((\kappa f)^{[1]}(x^3))) \right] \\
- 24(\kappa x^f((\kappa f)^{[1]}(x^2))^o + 8(\kappa x^2 \text{dia}(\kappa f^{[1]}(x^3))) \right] \\
+ 2m \sum_{i>j} \left[ -2((\kappa x_i^2 x_j^2 - x_i^2 x_j^2) \kappa) (\kappa f^{[0]}) \right] \\
- 8((\kappa x_i x_j - x_i x_j) \kappa) (\kappa f^{[0]}(x_i x_j)) + (1 + P_{ij})(x_i \text{dia}(\kappa f^{[0]}(x_i x_j))) \\
- 4(1 + P_{ij})(x_i \text{dia}(\kappa f^{[0]}(x_i^2 x_j))) + 4(1 + P_{ij})(x_i \text{dia}(\kappa f^{[0]}(x_i^2 x_j - x_i^2 x_j))) \\
+ 24(1 + P_{ij})(x_i \text{dia}(\kappa f^{[0]}(x_i x_j))(\kappa x_i - x_i \kappa)) - 8(1 + P_{ij})((x_i \text{dia}(\kappa f^{[0]}(x_i x_j - x_i x_j))) \\
- 8(1 + P_{ij})(x_i \text{dia}(\kappa f^{[0]}(x_i^2 x_j))) - 4(1 + P_{ij})(x_i \text{dia}(\kappa f^{[0]}(x_i^2 x_j))) \\
+ 4(1 + P_{ij})(x_i \text{dia}(\kappa f^{[0]}(x_i^2 x_j))) - 12(1 + P_{ij})(x_i \text{dia}(\kappa f^{[0]}(x_i x_j))) \\
- 8(1 + P_{ij})(x_i \text{dia}(\kappa f^{[0]}(x_i x_j))) - 4(1 + P_{ij})(x_i \text{dia}(\kappa f^{[0]}(x_i x_j))) \\
+ 2m \sum_{i>j} \left[ -2((\kappa x_i^2 x_j^2 - x_i^2 x_j^2) \kappa) \right] \\
- 4(1 + P_{ij})(x_i \text{dia}(\kappa f^{[1]}(x_i^2 x_j))) + (1 + P_{ij})(x_i \text{dia}(\kappa f^{[1]}(x_i^2 x_j))) \\
- 2(1 + P_{ij})(x_i \text{dia}(\kappa f^{[1]}(x_i^2 x_j))) + 4(1 + P_{ij})(x_i \text{dia}(\kappa f^{[1]}(x_i^2 x_j))) \\
+ 4(1 + P_{ij})(x_i \text{dia}(\kappa f^{[1]}(x_i^2 x_j))) - 8(1 + P_{ij})(x_i \text{dia}(\kappa f^{[0]}(x_i x_j))) \\
+ 2m \sum_{i>j} \left[ -2((\kappa x_i^2 x_j^2 - x_i^2 x_j^2) \kappa) \right] \\
- \frac{1}{2} \left( \kappa \xi_m^{[0]} \right)^o. \quad (A4) \]

Subscripts i and j are used to distinguish between the x, y, and z spatial coordinates and the operator \( \hat{P}_i \) has been introduced to denote a permutation between indices i and j. The cartesian moment matrix \( x_i^p \) is defined by

\[ x_i^p = \sum_{p,q} \langle p | x_i^p | q \rangle. \quad (A5) \]

In Table VI, we have specified the dimensions of the quantities entering Eqs. (A3) and (A4).

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \xi_m^{[1]} )</td>
<td>( N_{\text{orb}} \times N_{\text{orb}} )</td>
</tr>
<tr>
<td>( \xi_m^{[2]} \kappa )</td>
<td>( N_{\text{orb}} \times N_{\text{orb}} )</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>( N_{\text{orb}} \times N_{\text{orb}} )</td>
</tr>
<tr>
<td>( x_i^p )</td>
<td>( N_{\text{orb}} \times N_{\text{orb}} )</td>
</tr>
<tr>
<td>( \kappa x_i^p )</td>
<td>( N_{\text{orb}} \times N_{\text{orb}} )</td>
</tr>
<tr>
<td>( \mu_j^{m-1} )</td>
<td>( 1 \times N_{\text{orb}} )</td>
</tr>
<tr>
<td>( f^{[0]} )</td>
<td>( 1 \times N_{\text{orb}} )</td>
</tr>
<tr>
<td>( f^{[1]} )</td>
<td>( 1 \times N_{\text{orb}} )</td>
</tr>
</tbody>
</table>

Note: all vectors are defined to be row vectors.

For the gradient (Eq. (A3)), there are no matrix-matrix multiplications, only vector-matrix operations. The linear
transformation of the Hessian on a trial vector (Eq. (A4)) contains 25 matrix-matrix multiplications. One multiplication is the gradient multiplied with the trial vector and the remaining 24 are multiplications of each of the cartesian moment matrices with the trial vector.

All matrix operations are implemented in parallel and distributed fashion using the block cyclic distribution of data and the ScaLAPACK library.26 Interprocess communication is done via the message passing interface (MPI) of the MPI library.27 This allows us to utilize the combined processor power and memory of several computational nodes in demanding evaluations of the linear transformation. The parallelization enables fourth moment minimization to be applied to large molecules with reasonably sized basis sets.